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Abstract 
 

Users’ eyes can be a meaningful source of informa-
tion for e-learning systems. What we look at, and the 
way we do that, can in fact be exploited to improve the 
learning process, disclosing information which would 
otherwise remain concealed. In this paper we describe 
an e-learning environment where eye tracking is used 
to observe user behavior, in order to adapt content 
presentation in real-time. To achieve such purpose, we 
consider both the way learning activities are carried 
out and those eye signals that can be related to the 
user’s “emotional states”. 
 

1. Introduction 
 

Computer-based teaching systems are a common 
reality nowadays. However, even if users are becom-
ing more and more accustomed to interacting with ma-
chines, the perceived learning experience is often quite 
different from that characterizing interpersonal com-
munication. In particular, the “emotional” part of the 
interaction between teacher and learner is missing [1, 
2]. Like several other authors, we strongly think that 
“naturalness” is a key factor in e-learning [3,4]: a com-
puter-mediated tutoring system provided with sensing 
capabilities could (at least partially) make up for the 
missing teacher in the flesh. Eye tracking, especially, 
can disclose important information concerning what 
the user is doing, as well as interesting data about how 
and when certain actions are being (or have been) per-
formed. 

Eye movements occur as sudden (almost instanta-
neous) saccades, followed by fixation periods of about 
200-600 milliseconds, during which eyes are nearly 
still. Eye tracking technology has evolved very rapidly 
in the last years. Current commercially-available de-
vices look almost like ordinary LCD screens, and al-

low a relatively high freedom of movements, thus not 
constraining users in their activities. Apart from costs, 
which remain very high, eye trackers are now a tech-
nology at hand, that can significantly improve the way 
we interact with the computer. 

In this paper we present e5Learning (from en-
hanced exploitation of eyes for effective eLearning), 
an e-learning environment where eye tracking is used 
to allow the computer to get valuable data about users 
and their activities. 

To date, only very few projects have explicitly con-
sidered eye tracking for e-learning. Among these, 
AdeLE (Adaptive e-Learning with Eye tracking) is 
probably the first, started with the main goal to dy-
namically capture user behavior based on real-time eye 
tracking [5]. Another interesting system is an empathic 
software agent interface developed to facilitate empa-
thy-relevant reasoning and behavior, in which eye 
movements are used to get indications of learner inter-
est and to provide feedback to character agents [6]. 
Other projects are more specifically focused on build-
ing models of user features, to properly shape the in-
teraction. For instance, the system presented in [7] uses 
real time eye tracking information to try to assess stu-
dent meta-cognitive behavior during the interaction 
with an “intelligent learning environment”. Also note-
worthy is iDict [8], a translation aid designed for lan-
guage courses which exploits the user's eye move-
ments to understand whether and when the reader 
needs help while reading a document written in a for-
eign language. 

 
2. System Description 

 
e5Learning is characterized by three main compo-

nents: (1) a Monitor of Accessed Screen Areas/History 
Recorder, (2) a Contextual Content Generator, and (3) 
an Emotion Recognizer. 

 



2.1.  Monitor of Accessed Screen Areas/History  
        Recorder 
 

This component is actually formed of two sub-
modules, used jointly in our implementation. 

Thanks to the Monitor of Accessed Screen Areas, 
the author of the course can decide “how much atten-
tion” the user should pay to certain portions of content. 
A subject matter is usually composed of different kinds 
of media, such as text, images, animations, etc. Each 
part of the content is useful for the comprehension of 
the topic being described, but some elements, more 
than others, may be essential for the theme to be cor-
rectly understood. In general, we want the course crea-
tor to be able to specify, for rectangular areas, “how 
much attention” the user should pay to them.  

In our prototype, a course is simply made up of web 
pages. We use an ad-hoc-built web browser which, 
along with page content, reads additional information 
defined by the author. Among other things, such in-
formation specifies the coordinates and sizes of screen 
rectangles corresponding to relevant portions of con-
tent, and associated data. We call these rectangles Re-
gions Of Interest (ROIs). Using a special version of the 
browser, the course creator easily draws (with the 
mouse) ROIs around the areas that are to be monitored, 
as shown in Figure 1. There is no limit to the number 
of rectangles that can be defined. 

 

 
 

Figure 1. Rectangles identifying ROIs and dialog 
box for parameter input 

 
We distinguish two kinds of content, namely text 

and non-text. For textual areas, the system tries to un-
derstand whether they have been actually read by the 
user. Unfortunately, due to the limited precision of cur-
rent eye trackers, an accurate check of the reading 
process is only possible for big text.  

When line spacing is low, in fact, eye fixations on 
the different rows are hardly detectable, and we simply 
check that the progression of the eye scanpath within 
the content rectangle is roughly from left to right and 
from top to bottom, with right-to-left abrupt jumps. 
When line spacing is sufficiently high (about 1 cm), 
fixations on single rows can be exactly identified, and 
the check can be more precise; in the following, we 
will call this case “big text”, as opposed to “small 
text”. For non-textual areas, the course author simply 
specifies how much time the user should look at them 
(sum of the durations of the different fixations detected 
within content rectangles). Once a ROI has been 
drawn, an input window appears (Figure 1) which al-
lows the author to enter such data. 

The History Recorder submodule relies on the 
Monitor of Accessed Screen Areas and keeps track of 
which portions of content (ROIs defined by the author) 
have already been accessed by the user, as well as 
“how much”. For big text, the number of scanned lines 
is used to choose the best state, while for other ele-
ments more general criteria have to be employed. In 
particular, the complete reading of small text is 
checked through the detection of “reading patterns”, 
whereas the observation level of non-textual content is 
determined by fixation times.  

Information about the state of a portion of content 
could be exploited both implicitly and explicitly. For 
example, if in a previous session the user did not de-
vote sufficient time to a certain area, such portion 
might be subsequently proposed before others, inde-
pendently of its position in the logical structure of the 
course. Another strategy, which is the one we have ac-
tually implemented, explicitly highlights the regions 
which need attention. When the user presses the ‘next’ 
button to load the next page in the course, if in the cur-
rent page there are ROIs that have not been fully 
read/observed, the system emphasizes them through 
colored rectangles (Figure 2). Each ROI can be only in 
one of four possible states, namely fully, partially, very 
little and not at all accessed — corresponding, respec-
tively, to green, yellow, orange and red rectangles. The 
only exception is given by ROIs with small text, which 
admit only the read (green) and not read (red) states. 

With reference to a ROI, if V is the number of lines 
within it (“big text”) or a fixation time associated with 
it (non-textual content), then, indicating with v the 
value detected in real-time by the system, the state rec-
tangle will be red if 0 ≤ v ≤ V/3, orange if V/3 ≤ v <  
2V/3, yellow if 2V/3 ≤ v < V and green if  v = V. Even 
if not all the content has been fully accessed, however, 
the user can decide to proceed anyway with the next 
page, as we want the learner to always have the final 
word. 



 
 
Figure 2. Colored rectangles highlighting ROIs  

which need attention 
 
While on a page, at any time the user can also press 

a ‘Show history’ button to directly display the state 
rectangles. Moreover, since the history is saved in a 
file, even in subsequent sessions users can be explicitly 
reminded about their earlier activities. 

 
2.2.  Contextual Content Generator 
 

The presentation of contextualized content depend-
ing on the main content being accessed at a certain 
moment by the user is another important feature char-
acterizing e5Learning. The creator of the course can 
associate new content to ROIs, and indicate the re-
quirements for the additional information to be dis-
played (in the form of HTML pages appearing within a 
popup window, as shown in Figure 3). 

A condition for the new window to be shown is that 
the fixation time within a ROI is higher than a thresh-
old. In this case, we can say that the accessory content 
is displayed when the user’s focus of attention is found 
within a corresponding region. For big text, the author 
can also decide to show the popup window when a re-
peated reading of the same lines is detected. In this 
second case, the additional content is typically used to 
provide further explanations to the user, who is proba-
bly not properly understanding something 

As always, the course author creates ROIs for gaze-
driven content presentation by simply drawing them 
over the pages displayed within the special browser. 
Once a rectangle has been sketched, the dialog box 
shown in Figure 1 appears. Besides the time threshold, 
such input pane allows the author to specify the URL 
of the new page to be displayed and the size and coor-
dinates of the popup window that will contain it. 

 
 

Figure 3. Additional content displayed when the 
user looks at a ROI 

 
2.3.  Emotion Recognizer 
 

The importance of emotions, or “affect”, in e-
learning has been stressed by several authors (e.g. [1] 
and [2]). Affective user interfaces applied to e-learning 
aim at improving learning environments by recogniz-
ing learners’ emotions and adapting their processes ac-
cordingly. From eye position tracking, and indirect 
measures such as gaze position, fixation numbers and 
fixation duration, it is possible to draw information 
about attention, stress, relaxation, problem solving, 
successful learning, etc. Especially in the Psychology 
and Physiology fields, several studies have been car-
ried out which have tried to find correlations between 
eye behaviors and emotional states. Experiments have 
demonstrated that, for instance, pupil size is signifi-
cantly larger after highly arousing stimuli than after 
neutral stimuli [9]. Also, pupil diameter seems to be 
task-dependent (being, for example, notably larger 
when “searching” than when simply “viewing” [10]). 
Other investigations (e.g. [11]) suggest that the mental 
workload can be assessed by analyzing the fluctuation 
rhythm of the pupil area. Indications about intellectual 
efforts can be also derived from blink rate and saccadic 
data. For instance, while pupil size and blink rate usu-
ally increase in response to task difficulty, both the 
saccade occurrence rate and saccade length typically 
decrease with the increased complexity of the task [12]  

In our project we have practically considered all of 
these factors, trying to use them to detect signals that 
can be related to two main user conditions: (a) high 
workload or non understanding, and (b) tiredness.  

For example, if the average pupil size has progres-
sively increased within a certain time interval, also 



user workload may have augmented. A decreased blink 
rate in the same period would further confirm such a 
supposition. When detected, such evidences could for 
example be used to dynamically modify the learning 
path, proposing a topic related to the main one but less 
complex (a sort of “break”). Or, if the user is poten-
tially having problems in understanding something, ex-
tra information may be displayed. Since several exter-
nal factors may come into play, however, it is practi-
cally impossible to be absolutely sure that these signals 
derive from changes in the user emotional state. There-
fore, rather than undertaking direct actions, such as 
displaying help windows, we prefer to assist the user 
indirectly, with gradual aids. In our current implemen-
tation, when signs of non-understanding or high men-
tal workload are detected, the system simply proposes 
links to additional material, which progressively 
enlarge as the signals of stress persist. When eye data 
suggest that the user may be tired, and the session has 
been going on for more than a configurable time inter-
val (e.g. one hour), a message advising to take a break 
is shown. 

We briefly describe now the strategies adopted in 
e5Learning to deal with the two potential user states 
that we take into account. To simplify the reference to 
the different cases in the next sections, we will label 
them with Ci (i = 1..6). 

 
2.3.1. Cognitive load or understanding problems. 
Within time intervals of t seconds, we check: 

• the number of blinks nb 
• the number of fixations nf 
• the arithmetic mean of pupil diameters pd 

If, between two successive intervals ti-1 and ti, a de-
crease of nb (case C1), an increase of nf (C2) or an in-
crease of pd (C3) is noted, then in ti the user may have 
gone through a high workload or non-understanding 
phase; the occurrence of more than one of these cases 
can be considered a further confirmation of that. In our 
experiments we have also noticed that a high increase 
of pupil size between two consecutive samplings of the 
eye tracker (C4) is usually detected when the user is 
“disoriented” (e.g. because he or she is reading an un-
known word). 

 
2.3.2. Tiredness. Considering a number nint of succes-
sive time intervals lasting t seconds, for each one of 
them we compute the arithmetic mean pd of pupil di-
ameters and the number nb of blinks. If the last nint val-
ues obtained for pd are monotonically increasing (C5), 
then this may be interpreted as a tiredness sign. To 
confirm such a possibility, we check if also the last nint 
values obtained for nb are monotonically increasing 

(C6). Once the first group of nint intervals has been ex-
ploited, a new check of the above-described conditions 
occurs after nint - 2 intervals; this way, temporal spans 
partially overlap, since the first two intervals of a new 
group are the last two of the previous one.  

 
3.  Implementation and Experiments 
 

The system has been implemented in C#, within the 
.NET Microsoft framework. As an eye tracker, we use 
the Tobii 1750 (Figure 4), which integrates all the 
components (camera, infrared lighting, etc.) into a 17’’ 
monitor. With an accuracy of 0.5 degrees and a rela-
tively high freedom of movements, the system is ideal 
for real-use settings, where it would be intolerable to 
constrain users. The sampling rate is 50 Hz (i.e., on 
average, eye data are acquired 50 times a second). 

 
 

Figure 4.  The Tobii 1750 eye tracker 
 
We have informally tested e5Learning several times 

during its development. To get more rigorous data, 
however, we have also carried out a controlled ex-
periment with 25 testers, aged between 19 and 28 (25 
on average). Due to lack of space, here we will only 
present the main results obtained. 

The course — which was about the “internal com-
bustion engine”, providing both historical notes and 
descriptions of its functioning — was composed of 10 
pages. Globally, it included 19 ROIs, and precisely: 5 
regarding small text, 8 regarding big text and 6 regard-
ing non-textual content (images and animated GIFs). 
10 ROIs had contextual content associated with them, 
to be displayed when looked at for sufficiently long 
times (6) or because a repeated reading of the same 
lines of text  was detected (4). With reference to sub-
sections 2.3.1 and 2.3.2, the values for t and nint were 
120 sec and 6, respectively. As a “fixation” we consid-
ered a sequence of 10 consecutive samplings whose 
gaze coordinates were found within a circle with a ra-
dius of 30 pixels. 

Each user was asked to read the pages, in sequence, 
trying to concentrate on the topic as much as possible. 
On average, a single test session lasted 27 minutes. 
ROIs containing small text were found in the “read” 



state (green rectangle) in 92% of cases, while ROIs 
containing big text or non-textual elements provided 
the following percentages: 51% green (fully accessed), 
13% yellow (partially), 17% orange (very little) and 
19% (not at all). Since, after the test, users had also to 
answer multiple-choice questions about the topic of the 
course, we could verify that in more than 70% of cases 
wrong answers actually corresponded to red or orange 
ROIs, which were therefore not properly read. 

Besides recording the occurrences of cases C1 … C6 
(as well as all other events) in a log file, we also 
checked them in real-time, using an additional screen; 
this way, we were able to identify “interesting” situa-
tions as they happened. In particular, for the detection 
of high workload/non-understanding states, we consid-
ered the occurrence of C1, C2 and C3 (together, = C123) 
and C4, while for the recognition of tiredness condi-
tions we relied on the occurrence of C5 and C6 (= C56). 
On average, C123 was detected 2.56 times per tester, C4 
2.2 times and C56 0.44 times (such low value for C56 is 
probably due to the fact that it is difficult to find real 
tiredness signs after only half an hour, while test ses-
sions could not last too much). Immediately after no-
ticing such events, we explicitly asked users if they 
were actually reading something that they judged diffi-
cult to understand, and/or if they were getting tired. On 
average, we obtained the following confirmation per-
centages: 79% for C123, 83% for C4 and 81% for C56. 

 
4.  Conclusions 
 

We think that eye tracking technology can provide 
great benefits to e-learning, making it possible to cre-
ate computer-based teaching systems able to “under-
stand” the user and properly adapt content presenta-
tion. Currently, eye trackers are a (very expensive) 
niche product, used mostly in assistive and research 
fields, but things may change in a not too far future.  

e5Learning, the system we have presented in this 
paper, is a real working e-learning environment where 
eye data are exploited to track user activities, behaviors 
and “affective” states. The experiments we have car-
ried out have fully confirmed the viability of such an 
approach, in line with our expectations. However, 
much work can still be done, especially for the Emo-
tion Recognizer component. To date, we have consid-
ered only two broad user states, namely “high work-
load or non understanding” and “tiredness”; more fo-
cused experiments will certainly allow to identify other 
learning conditions and better discriminate among 
them. Additionally, the integration with a (separate) 
facial expression recognition module could improve 
the whole process.  
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