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Introduction

• If you have a CBIR method to access an image DB (IDB), and the method is both fast enough and sufficiently noise-tolerant, then you can apply the simple “Multiple View 3-dimensional Recognition” (MV3R) approach presented hereinafter.

• MV3R treats an arbitrary input image of the object of interest as a search sample within an IDB that is supposed to contain a large enough sub-set of views of the same object, i.e. appearances from a sufficient number of viewpoints. Each such sub-set is assigned to the appropriate person’s data.

• The PFWT access method of EFIRS can play the role of basic CBIR, see also FANTIR from the previous presentation (29.05.2013).

• MV3R has been successfully experimented for two cases of recognition, namely for human faces, and for hand signs (of a given sign-language alphabet).

• Can we extend the application area of this type of 3D recognition technique?

• At least 3 surveys [1, 2, 3] can be referenced for the CBIR early years [3], and CBIR current state-of-the art as well [2,3]. View based approaches like MV3R are considered very promising [1].
Let us see how FANTIR/EFIRS perform face recognition

The EFIRS result: a series of view-candidates found, most of them associated with the right person.

Each face view is searched like a hallmark image...

One more screenshot of EFIRS in operation – the brief version of the result (in the middle), and the search engine ready to start (on the right).
**EFIRS: two applications experimented**

For recognition of *hand signs* of a given sign-language alphabet, [d4]

For *face* recognition [d1, d2]

The object segmentation is considered an outside problem. Here, a multi-thresholding of the Hue-histogram of each frame was used [d5].

The principle of using FANTIR/EFIRS in both cases is one and the same.

---

**One and the same construction is used for 3D data gathering**

The view samples of given 3D object that will represent it in the IDB should be regularly positioned in the stereo segment of possible appearance of the object towards the user camera.

Taking into account the available mechanical construction (see the schema on the right), we chose among 3 approaches for the necessary data gathering:

1) **Static object and moving camera**: sufficiently comfortable for the actors participating in the data gathering stage.

2) **Static camera and moving object**: difficulties for the actors, their movements is hardly to be evaluated precisely. This scenario match the real cases of recognition, but not the data gathering.

3) **Static object and static camera** (very limited approach).

A kinematic schema of the construction for taking the “primary” video-clips, using the “static object & moving camera” approach.

Show a video-clip, e.g.: DSC00069_Nadya(1).3GP, and results of its processing as well.
3D data gathering: “static object & moving camera”

The construction in action:
- Nadia plays an actor, her face will be scanned;
- Alek, as an operator, will scan row by row, hiding the camera lens at each row start/end;
- while, one more people (me) will assist dropping the cord to next down row. Thus, the camera moves in a “zig-zag” top-down making a primary video clip.

This “exotic” approach (and construction) can be easily substituted by a 3D scanner, Time-of-Flight camera, Kinect camera, etc.

The spherical sector of viewpoint directions

- Spherical sector in front of the camera that is scanned row by row. Two main variants for the uniform grid of representative frames: (a) a square grid, and (b) a triangular one.
- The sector should be regularly covered by viewpoint directions of possible appearance of the human face towards the camera position at learning time (i.e. 3D data gathering).
  (And segmented faces are represented internally by their color inversion ☺).
- The angular distance between each 2 neighboring views that we have to choose for the IDB of current application, depends on the noise tolerance that EFIRS assures.
Two essential problems have been solved

(1) For isolating the object of interest (human face, or gesticulating human palm) from the input image (2D static scene) and/or from the time sequence of similar scenes (video-clip);

(2) For accumulating a sufficiently representative IDB, i.e. a dictionary of object views:
   - image samples of similar gestures (for SL application);
   - enough face views for each person of interest (for face recognition).

So far, in both cases we concentrated on the second problem – the IDB gathering as well as experiments of evidence for the chosen concept.

For the present, to lighten the 1st problem (the object segmentation) we use a dark blue curtain that dominates as a background, which color is opposite to the human skin.

Some details of video-clips processing

The primary frames for a given face (numbered on the horizontal axis). The Green graphic shows the average image intensity per frame, the Blue one shows the maximal intensity of the differences between two consecutive frames, while the Red one – the average intensity. (R) specifies the zones of significant frames as well as the black zones in between. The significant frame zones can be evaluated more precisely through (G) and (B). (The camera speed is 15 fps).
… some details of video-clips processing

The significant frame zones only, the black frames zones (indicated herein only by the max-top-down row changes) are already removed.

The significant frames with evaluated the row scan position progress (in Green) in dependence on the evaluated manual scan speed (in Red) along the row scan direction. The Blue is (again) the maximal intensity per couple of subtracted frames.

Experimental results

<table>
<thead>
<tr>
<th>Face</th>
<th>Scan</th>
<th>Error scanned</th>
<th>Significant frames</th>
<th>% Errors (1/15)</th>
<th>% Errors (1) Letter only</th>
<th>% Errors (15) same diff. ±1</th>
<th>% Error matches</th>
<th>% Matches (1/15) ±1</th>
<th>% Matches (15) ±1</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>6</td>
<td>336</td>
<td>94</td>
<td>3.6</td>
<td>1.0</td>
<td>1.4</td>
<td>10.5</td>
<td>10.5</td>
<td>10.5</td>
</tr>
<tr>
<td>A2</td>
<td>5</td>
<td>312</td>
<td>71</td>
<td>3.2</td>
<td>1.0</td>
<td>1.0</td>
<td>9.4</td>
<td>9.4</td>
<td>9.4</td>
</tr>
<tr>
<td>A3</td>
<td>5</td>
<td>320</td>
<td>94</td>
<td>3.0</td>
<td>1.0</td>
<td>1.0</td>
<td>9.3</td>
<td>9.3</td>
<td>9.3</td>
</tr>
<tr>
<td>A4</td>
<td>4</td>
<td>320</td>
<td>91</td>
<td>2.8</td>
<td>1.0</td>
<td>0.6</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
</tr>
<tr>
<td>A5</td>
<td>3</td>
<td>312</td>
<td>64</td>
<td>4.8</td>
<td>2.2</td>
<td>1.6</td>
<td>10.4</td>
<td>10.4</td>
<td>10.4</td>
</tr>
<tr>
<td>A6</td>
<td>3</td>
<td>328</td>
<td>94</td>
<td>3.0</td>
<td>1.0</td>
<td>0.6</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
</tr>
<tr>
<td>A7</td>
<td>5</td>
<td>320</td>
<td>91</td>
<td>2.8</td>
<td>1.0</td>
<td>0.6</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
</tr>
<tr>
<td>A8</td>
<td>3</td>
<td>312</td>
<td>64</td>
<td>4.8</td>
<td>2.2</td>
<td>1.6</td>
<td>10.4</td>
<td>10.4</td>
<td>10.4</td>
</tr>
<tr>
<td>A9</td>
<td>3</td>
<td>328</td>
<td>94</td>
<td>3.0</td>
<td>1.0</td>
<td>0.6</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
</tr>
<tr>
<td>A10</td>
<td>5</td>
<td>320</td>
<td>91</td>
<td>2.8</td>
<td>1.0</td>
<td>0.6</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
</tr>
<tr>
<td>A11</td>
<td>3</td>
<td>312</td>
<td>64</td>
<td>4.8</td>
<td>2.2</td>
<td>1.6</td>
<td>10.4</td>
<td>10.4</td>
<td>10.4</td>
</tr>
<tr>
<td>A12</td>
<td>3</td>
<td>328</td>
<td>94</td>
<td>3.0</td>
<td>1.0</td>
<td>0.6</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
</tr>
<tr>
<td>A13</td>
<td>3</td>
<td>328</td>
<td>94</td>
<td>3.0</td>
<td>1.0</td>
<td>0.6</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
</tr>
<tr>
<td>A14</td>
<td>5</td>
<td>320</td>
<td>91</td>
<td>2.8</td>
<td>1.0</td>
<td>0.6</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
</tr>
<tr>
<td>A15</td>
<td>3</td>
<td>312</td>
<td>64</td>
<td>4.8</td>
<td>2.2</td>
<td>1.6</td>
<td>10.4</td>
<td>10.4</td>
<td>10.4</td>
</tr>
<tr>
<td>A16</td>
<td>3</td>
<td>328</td>
<td>94</td>
<td>3.0</td>
<td>1.0</td>
<td>0.6</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
</tr>
<tr>
<td>A17</td>
<td>5</td>
<td>320</td>
<td>91</td>
<td>2.8</td>
<td>1.0</td>
<td>0.6</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
</tr>
<tr>
<td>A18</td>
<td>3</td>
<td>312</td>
<td>64</td>
<td>4.8</td>
<td>2.2</td>
<td>1.6</td>
<td>10.4</td>
<td>10.4</td>
<td>10.4</td>
</tr>
<tr>
<td>A19</td>
<td>3</td>
<td>328</td>
<td>94</td>
<td>3.0</td>
<td>1.0</td>
<td>0.6</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
</tr>
<tr>
<td>A20</td>
<td>5</td>
<td>320</td>
<td>91</td>
<td>2.8</td>
<td>1.0</td>
<td>0.6</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
</tr>
<tr>
<td>A21</td>
<td>3</td>
<td>312</td>
<td>64</td>
<td>4.8</td>
<td>2.2</td>
<td>1.6</td>
<td>10.4</td>
<td>10.4</td>
<td>10.4</td>
</tr>
<tr>
<td>A22</td>
<td>3</td>
<td>328</td>
<td>94</td>
<td>3.0</td>
<td>1.0</td>
<td>0.6</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
</tr>
<tr>
<td>A23</td>
<td>3</td>
<td>328</td>
<td>94</td>
<td>3.0</td>
<td>1.0</td>
<td>0.6</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
</tr>
<tr>
<td>A24</td>
<td>5</td>
<td>320</td>
<td>91</td>
<td>2.8</td>
<td>1.0</td>
<td>0.6</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
</tr>
<tr>
<td>A25</td>
<td>3</td>
<td>312</td>
<td>64</td>
<td>4.8</td>
<td>2.2</td>
<td>1.6</td>
<td>10.4</td>
<td>10.4</td>
<td>10.4</td>
</tr>
<tr>
<td>A26</td>
<td>3</td>
<td>328</td>
<td>94</td>
<td>3.0</td>
<td>1.0</td>
<td>0.6</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
</tr>
<tr>
<td>A27</td>
<td>3</td>
<td>328</td>
<td>94</td>
<td>3.0</td>
<td>1.0</td>
<td>0.6</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
</tr>
<tr>
<td>A28</td>
<td>5</td>
<td>320</td>
<td>91</td>
<td>2.8</td>
<td>1.0</td>
<td>0.6</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
</tr>
<tr>
<td>A29</td>
<td>3</td>
<td>312</td>
<td>64</td>
<td>4.8</td>
<td>2.2</td>
<td>1.6</td>
<td>10.4</td>
<td>10.4</td>
<td>10.4</td>
</tr>
<tr>
<td>A30</td>
<td>3</td>
<td>328</td>
<td>94</td>
<td>3.0</td>
<td>1.0</td>
<td>0.6</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
</tr>
<tr>
<td>A31</td>
<td>3</td>
<td>328</td>
<td>94</td>
<td>3.0</td>
<td>1.0</td>
<td>0.6</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
</tr>
<tr>
<td>A32</td>
<td>5</td>
<td>320</td>
<td>91</td>
<td>2.8</td>
<td>1.0</td>
<td>0.6</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
</tr>
<tr>
<td>A33</td>
<td>3</td>
<td>312</td>
<td>64</td>
<td>4.8</td>
<td>2.2</td>
<td>1.6</td>
<td>10.4</td>
<td>10.4</td>
<td>10.4</td>
</tr>
<tr>
<td>A34</td>
<td>3</td>
<td>328</td>
<td>94</td>
<td>3.0</td>
<td>1.0</td>
<td>0.6</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
</tr>
<tr>
<td>A35</td>
<td>3</td>
<td>328</td>
<td>94</td>
<td>3.0</td>
<td>1.0</td>
<td>0.6</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
</tr>
<tr>
<td>A36</td>
<td>5</td>
<td>320</td>
<td>91</td>
<td>2.8</td>
<td>1.0</td>
<td>0.6</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
</tr>
<tr>
<td>A37</td>
<td>3</td>
<td>312</td>
<td>64</td>
<td>4.8</td>
<td>2.2</td>
<td>1.6</td>
<td>10.4</td>
<td>10.4</td>
<td>10.4</td>
</tr>
<tr>
<td>A38</td>
<td>3</td>
<td>328</td>
<td>94</td>
<td>3.0</td>
<td>1.0</td>
<td>0.6</td>
<td>10.3</td>
<td>10.3</td>
<td>10.3</td>
</tr>
</tbody>
</table>
EFIRS: linear order of IDB keys (image signatures)

For each image of interest, EFIRS generates an appropriate key, i.e. a visual signature, see [2], but 1-dimentional (1D) one. Just this key is applied for fast search into an IDB, via the available index access method of the used DBMS (Data Base Management System). The access time is ~ \( \log_2(N) \), \( N \) the number of images written into the IDB.

Thus, the all Objects (images) in IDB can be considered ordered linearly by their keys, each one derived via the chosen CBIR technology. We recommend the PFWT (Polar-Fourier-Wavelet Transform) of EFIRS [d3]:

PFWT assures very high recognition ability among the IDB images:

- Thus, very close images can be interpreted as almost equal ones, differing only because of accidental noise added on them.

- I.e. each image that is enough far from its both neighbors (left & right ones) can be interpreted as a (narrow) class of recognition.

By analogy, a larger group of almost isolated images, i.e. lying on a line-cut of the keys line, can be interpreted as a class of similar images. Unfortunately, this trivial 1D-distance, i.e. the absolute difference between two keys, does not cover the majority of cases for recognition.

Really, the noise tolerance of ERIFS is performed by a combinatorial way over the similar order of errors like the chosen order for the coordinates of the feature space.

And, the more important here is that…
More important characteristics of the proposed MV3R method

Vision-based approach for Face or Hand Posture Recognition, which uses one video camera for capturing the object.

For the sake of simplicity, we consider the recognition of a single object in the image scene, i.e. we assume that the face or the hand sign to be recognized is ‘the biggest spot’ in the video frames, or at least in the majority of frames incoming from the camera.

A given object in front of the video camera is considered as a dynamic 3D object, represented by a series of 2D appearance projections, i.e. video frames (or static images) from the camera.

If an appropriate part of these images, or similar to them, is already stored in an IDB, then we can search (very quickly) into this IDB for the image that is the nearest (most similar) to the observed input frame image.

Moreover, we can also locate a series of images, sorted in descending order of their similarity to the input image.

The IDB is built as an object view dictionary that uses the CBIR access methods of FANTIR/EFIRS.

The necessary multiple views of a given object are arranged in a 2D scheme only for aims of explanation. Really, they are kept in the IDB in a way that the used DBMS defines, and are recognized by their keys generated by EFIRS.

The image views representing the 3D objects of interest are necessary to be written in the IDB only for visualization (or retrieval) aims. For the seek of recognition it is sufficiently to have in the IDB only the object-view-keys generated by EFFIRS.

Of course, in view of possible cooperation with the RSVP (Rapid Serial Visual Presentation) of CVML, the image views should be available. In this case they (and/or respective FANTIR/EFIRS keys) can be organized into an appropriate visual structure for each object (or class of objects) of interest.
Conclusion:

Open problems to be solved

Weight/Probability approaches for combination of the result – the increase of the total recognition rate over the series of similar images retrieved for a given query.

More effective approaches for 3D data gathering of the aimed IDB:
- 3D scanner (it will be available soon in the frames of AComIn project)
- Time-of-flight camera (CVML has good experience in the topic)
- Kinect camera (it is not very expensive and an appropriate device)

... while the simple video-camera can (or is profitably to) remain only as basic input device for real-time recognition.

Other…

Conclusion:

Other possible applications of MV3R

- Pass control systems: for the personnel of a small or larger office;
- Pass control systems: for wanted people that are prohibited to enter given large meeting (e.g. some soccer/football fans, etc.);
- Parking security systems: at the parking entrance, where cars appear generally by their “face” (or their “back”);
- For car type/model recognition in real time on the streets, highways, etc.
- In cultural heritage preservation of archeology – for MV3R in large DB of 3D objects, for conservation and/or reconstruction of broken archeological object by available debris, etc.;
- In biometrics – to understand the way of how human vision helps brain to learn new objects and/or to recognize already known ones, using Eye tracking approaches to structure the respective elements (characteristic spots) of given 3D object in an IDB;
- To combine with the RSVP (Rapid Serial Visual Presentation) method of CVML.

What is the most promising application of a common interest (of CVML and IICT), e.g., considering [e1, e2, e3, e4, e5], …
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