
MACHINE LEARNING FOR FRESCO RECONSTRUCTION

Fig. 1: (a) [input] fresco model, (b) reconstructed fresco and (c) collection of input fragments.

Image-based reconstruction  consists  in  determining the  optimal  organization  between the

parts of an object of interest characterized by structured visual information. Such a general problem

includes  reconstruction  of  frescoes  /  paintings  or  mosaics  from  their  fragments.  It  has  thus

straightforward  applications  in  heritage  restoration  and  archeology.  In  the  case  of  heritage

restoration,  it  mainly deals  with the reconstruction of frescoes destroyed during earthquakes  or

wars, and for which having a model (picture before destruction according to documentary source)

appears likely. In this context, the DAFNE challenge [Dondi et al., 2020] proposed simulated data

sets  for  the evaluation  of  algorithms knowing the fresco model.  In  the case of  applications  in

archeology, the problem is much more complex since there is no model and the support can be 3D

(case of anastylosis, e.g. objects found during excavations or monuments). Compared to a classic

“puzzle” or jigsaw problem, the targeted reconstruction presents several additional difficulties: (i)

the gigantic number of pieces (fragments), (ii) the variable characteristics of the latter, whether in

size or image content, (iii) the irregular shape of the pieces and the deterioration of their edges

(erosion of the latter inducing discontinuities between the pieces), (iv) the presence of pieces not

belonging to the puzzle, (v) the loss of some pieces preventing the complete reconstruction.

Having successfully participated to the DAFNE challenge, we have already developed some

approaches for the case where the fresco model is available. Specifically, we develop a simple but

efficient approach relying on key point matching [Lermé et al., 2020], that we compare with an

alternative based on maximization of the normalized cross-correlation [Padfield,  2011].  In both

cases,  a  prior  estimate  of  location  likelihood  maps  (derived  by  backprojection  or  based  on

histogram distance)  is  necessary to  control  the computation time and raise  several  ambiguities.

These approaches require the adjustment of many parameters. As an alternative, we also develop an

approach based on the DeepMatch network [Revaud et al., 2016]. It makes it possible to match

images even in the case of non-rigid deformations.



However, in the previous approaches only unary terms, i.e. considering only one fragment at

a time, are considered. They allow us to assess (according to the criterion retained by the approach

considered) the relevance of a transformation (rotation + translation) applied to the fragment. Now,

firstly,  these  terms  cannot  be  calculated  in  the  absence  of  the  fresco  model,  and  secondly,  in

homogeneous regions, they do not allow for the reliable estimation of the fragment transformation.

Thus, the objective of this thesis is to develop approaches taking into account binary terms

(or even more) to model the interactions between the fragments and to assess the relevance of their

placement side by side. We will compare so-called classical approaches and learning approaches. In

the first case, the problem is reformulated through a functional to be optimized, functional which

potentially  includes some data attachment terms (corresponding to unary terms),  but  also some

interaction terms between the fragments (corresponding to binary terms), and possibly some terms

corresponding to geometric priors such as the non-overlapping of fragments, the minimization of

the area occupied by a given set of fragments. The algorithm for optimizing this functional will be

defined jointly with the latter to ensure the possibility of obtaining solutions in a reasonable time.

Specifically,  for  an  optimization  using  graph  cuts,  the  properties  of  the  sub-modularity  of  the

functional must be verified. We also may take inspiration from [Cho et al., 2010; Pomeranz et al.,

2011; Gallagher, 2012]: [Gallagher, 2012] proposes a Mahalanobis-like distance for color images

while  [Cho et  al.,  2010]  compares  five  consistency  measures  between  adjacent  fragments  and

[Pomeranz et al., 2011] describes how to optimize the “best” one chosen.

In the second case, the problem is  reformulated as a learning  one. For learning the term

unary,  we can  rely  on  the  architectures  proposed for  pattern  matching,  e.g. [Luo  et  al.,  2016;

Subramaniam et al., 2016], for applications of stereovision (calculation of the disparity map) and re-

identification of people, which will then be compared to DeepMatching [Revaud et al., 2016]. For

non-unary terms, we will  draw inspiration from the work of [Doersch et  al.,  2015;  Noroozi  &

Favaro, 2016; Paumard et al., 2018, Paumard et al., 2020]. In [Doersch et al., 2015], the authors

train a network to predict the relative position of patches extracted in an image, this in order to get

rid  of  the  labeling  of  objects  while  learning  the  more  relevant  features  for  object  detection  /

recognition.  However,  the  patches  considered  are  non-contiguous  so  that  high  level  spatial

organization criteria  prevail  (e.g.,  the eyes  are  "above"  the  mouth,  the wheels  are  "below" the

windows etc.). In this sense, it can be linked to the work carried out previously in spatial reasoning

[Bloch, 2005; Yang et al., 2017]. [Noroozi & Favaro, 2016] is an extension of [Doersch et al., 2015]

allowing  one  to  simultaneously  consider  the  set  of  patches,  while  [Gur  &  Ben-Shahar,  2017]

presents an application close to our puzzle problem but the fragment shapes that are rectangular



tiles without erosion at the edges. [Paumard et al., 2018 & 2020] apply similar idea to painting

fragments relative positioning.

Note that the generalization of the previous approaches taking into account the specificities

of our problem and its greater degree of complexity may require modifications to the proposed

architectures. During the thesis, the two approaches will first be studied independently (first two

years  of  the  thesis).  Then (last  year  of  the  thesis),  they  can  be  combined so  as  to  exploit  the

strengths of each and / or validate or not their individual decisions.
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