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Abstract: 

This document summarizes the work carried out by the above group on Automatic Face Detection from TV images, during the IP2001 Erasmus Intensive Program on Computer Vision, held in Pavia (Italy) from the 7th to the 18th of May 2001.

The approach presented in this document exploits a multi-scale representation of images based on luminance invariant colour domain.

The report is presented in the following order. The first section concerns some basic introduction to the topic and short literature review. The second section frames our approach in the contest of  historical development of computer vision. The third section describes the method used for this project, addressing the subject of space-scale representation. The fourth section specifies the details of our implementation of this method. Experimental results are shown in the fifth section.

Conclusions follow.

Introduction

Face detection and recognition are preliminary steps to a wide range of applications such as personal identity verification, surveillance, liptracking, facial expression extraction, gender classification. Face recognition is the most important feature for video indexing by content, together with captions and events. As it is possible to notice, for a number of applications the analysis of video sequences is required. Therefore additional tasks of tracking and spatio-temporal filtering are needed. 

The face is the means to identify other members of the species, to interpret what has been said by means of lipreading and to understand someone’s emotional state and intentions on the basis of the facial expression. Personality, attractiveness, age and gender are also summarised by the look of someone’s face.

It has been shown that the verbal part of a message contributes only for 7% to the effect of a message as a whole, the vocal part, i.e. the voice intonation, contributes for 38%, while the facial expression of the speaker corresponds to 55% of the effect of the message [Mehrabian]. This example just indicates the fundamental role that the appearence of human face represents in human communication and understanding.

Techniques in image analysis and pattern recognition offer the possibility of automatically detecting and recognising the human faces present in a scene, therefore opening the field to an impressive numbers of useful applications in the field of man-machine interaction.

It is a preliminary important point to differenciate between the tasks of face detection and face recognition.

Face detection relates to the location of the presence of the face in a still image or in a sequence and the identification of the position and the spatial support of it. In the case of moving sequences it can be followed by tracking of the face and its features in the scene, but this is more relevant to a different class of applications, namely liptracking, face classification, facial expression analysis.

In order to develop an automated system for face detection it is useful to consider the characteristics of the human visual system for face detection. In this case, the face is perceived as a whole, not as a collection of features. The presence of features and their geometric relashionship is more important than the details of the single features. If the face is partially occluded, the human viewer is able to perceive the face as a whole, as if filling in the missing parts. A human viewer can easily locate a face in a complex scene or background, irrelevant to illumination, position (i.e. frontal view or profile) or inclination (i.e. vertical axis, tilted axis).

Not all these features can be incorporated in an automated systems, nor it is desirable to. In fact it is possible to differenciate between systems that can cope with complex background or work only under a very contrained domain. All the methods have more or less severe constraints due to the position or inclination of the face, difference in illumination or presence of glasses and facial hair.

The approaches used to detect the presence of the face differ on the representation of the face as na object. Two main classes of representations are currently available, holistic and anlytical approaches. 

The holistic, also called statistical, model  describes the face as a whole. The holistic approaches that use facial images use edge detection (Canny filters) or directional analysis to locate the position of the face [Huang][Pantic]. 

The analytic, also called structural, model represent the face as a collection of features, such as eyes, nose, mouth and so on.  The analytic approaches that use facial images use the location of the position of the irises or corners of the eyes [Kobayashi][Yoneyama].

Face recognition indicates the task of identification of identity based on facial features extracted from the image or sequence of images. Almost the totality of the methods proposed includes the use of Gabor filters in order to produce prominent features of the human face and their direction. Successively, a first class of methods uses geometrical features and a second class uses templete matching in order to assign each face to a referenc included in a stored database. The second class of approaches is slightly more accurate, but also more computationally demanding. Regarding the use of arbitrary images, one fundamental approach is the one that uses eigenfaces and Principal Component Analysis to locate the faces [Pentland]. 

An idea from Computer Vision development: our approach 

In order to explain the approach followed during this project and the novel elements contained in the idea developed in this course, it is necessary to recall some fundamental steps in history of Computer Vision as the science of automatization of human visual system features.

A milestone in the field is the research carried out by David Marr in 1971 on the so called Primal Sketch [Marr]. In this work, the author, starting from the analysis of the human visual system, claims that human viewers mainly rely on simplified sketches of salient features of the objects that compose the scene. These simplified representatios built in the human mind are called by the author Primal Sketches. 

Following this concept, in 1990 Watt describes a techniques to detect structures of interest and model them as simple geometric shapes. These are called Rough Sketches [Watt] and they were tested on medical images.

In 1991, Lindeberg develops a Multi-scale Primal Sketch, based on the concept of Blob [Lindeberg].  A Blob represents a salient visual feature in the image and it is detected at different scales first convolving the image with Gaussians filters and then analysing detected blobs to segment the scene. Blobs are extracted using a threshold, it allows to detect a spatial support for each Gaussian. The spatial support obtained from thresholding is elliptic or a combination of ellipses. Blobs are single convex objects which can be described with few measures like support areas, centre, volume. 

Almost all the techniques available to date rely on skin colour information and shape to detect the location of a face. It is well known that the human skin has a colour component which is invariant to ethnicity. After a luminance processing, these techniques apply a colour filtering that selects skin patches. Then a connected components analysis is often used to reconstruct a whole region of skin. Nevertheless, the connected components analysis presents the big disadvantage of failing quite often. Finally, the best ellipse fitting is searched upon each skin-tone region.

Our approach aims to bypass the last two step of connected components analysis and ellipse fitting. All the computations require a transformation from RGB to YUV colour spaces. At the beginning, a training phase is needed. Using a database of 140 facial images, we build a chromaticity pulse response histogram. Each peak of the histogram corresponding to a skin-tone patch is thresholded in order to select the typical colour. 

After, a test set is selected. For each image, a scale space transformation using gaussian filter is applied. Blobs are obtained and then thresholded to find their elliptic support. In this way, no connected components analysis and ellipse fitting is required. This is a relatively simple idea, gathered from previous work on human visual sistem, which has never been exploited on human face detection.

Methodology

The project carried out during this intensive program aims at the automatic detection of the presence of a human face in an unconstrained scene and the extraction of a spatial support for the detected face. 

The contraints on the size of the detected faces are intrinsecally related to the scale of the Gaussian filtering that is applied to the image. It is therefore possible to select faces at different scales. The presence of facial hair or glasses do not impose any limitation to the application of the method. Moreover, the method is formulated so to detect different orientations of the faces, spanning from frontal-views to profiles. There is no constraint on the tilting of the main axis of the facial ellipse. 

The algorithm needs a training phase at the beginning. The training is made on a database of images mainly containing human skin-colour areas, for example human faces. Images are first filtered using a moving 40x40 window that assigns the mean value of the interval to its central pixel. This low pass filtering aims at fitting the chromatic distribution to the colour scale space and also to reduce noise and disturbing elements like glass surfaces. The filtered images are then converted from RGB colour space to a luminance invariant space, like YUV. In this way, the chrominance component (UV), which is characteristic to the human skin cells, is separated from the luminance component (Y). 

All the images contribute in the building of a chromatic histogram on the 2-dimensional UV space only. The histogram is built by incrementing one element of a 2-dimensional vector whenever a pixel with a given chrominance is found in an image. Therefore, pixels with a too low or a too high luminance (Y) component are rejected, as they carry a distorted chromatic information. At the end of the process, the histogram shows a narrow peak corresponding to the main chromatic components of the training faces. By means of this procedure, we identify the niche in the UV components that corresponds to the human skin colour (colour of the melanine cells).

The test images are taken from unconstrained scenes of TV programs and consequently present a varied range of scenarios. For each image tested, the aim is to find out the presence of one or more faces and locate their spatial position. This is done through a scale-space transformation of the image. 

The concept of Scale-space Representation consists in the detection of salient features at different detail levels. A series of filters, most commonly of a Gaussian shape, is applied on the original RGB image. The Gaussian filtering can be performed at different scales, simply selecting a different value for the standard deviation. Different scales of the Gaussians in fact implement low pass filtering at different cut frequencies, thus producing homogenous areas called blobs [Lindeberg]. 

For example, convolving the image with a Gaussian that has a high value of standard deviation (e.g. 2-3) produces blobs corresponding to the face as a whole. If a lower value of the standard deviation is selected, blobs corresponding to facial features, such as the eyes, nose and mouth are produced. This is an important feature of this method, which allows to choose the level summarisation of detail for a determined representation and which features are more important for the given application, all of this in a single simple step.

The analysis of an image starts with a first step consisting in applying scale-space transformation of the image for the detection and extraction of blobs at different scales. The output is a set of Gaussian surfaces which is converted into the UV space. The Gaussian surfaces correspond to salient regions in the image. In order to select the Gaussians corresponding to a human face, these surfaces are compared to the colour range obtained in the training phase. The Gaussians corresponding to skin colour areas are then thresholded to find the spatial support for the area of the face. Finally, the form of an ellipse can be fitted on the support in order to extract the face.

Implementation details


Our training set is made up of 140 images taken randomly from French TV programs. The vast majority of the pictures features close-up human faces, mainly belonging to people with white complexion. Images that show darker complexions and spectacled faces have also been included. 
During the process of building  the chrominance histogram for skin colour characterisation, only pixels with a luminance component (Y) falling in the central 80% of the full range are considered, in order to carry useful chromatic information.


Our implementation of the analysis and location of faces differs slightly from the approach described above. While Gaussian filters represent the optimal theoretical choice for space scale transformation, they are very computationally intensive and slow down considerably the entire testing process. To improve the speed performance of our system, we use a linear separable filter that calculates the mean value of a vector of a chosen length. We obtain a first averaged image by applying the filter horizontally, and then we apply the filter again vertically on the image resulting from the first step. In fact, the final effect is to pass a mean value low pass filter with the shape of a squared window all over the image. The same filtering is repeated a few times to approximate the effect of a Gaussian filter.


The supports found after the thresholding of the blobs are not perfectly elliptic, but actually consist of many ellipses connected to each other, depending on the choice of the threshold. The contours detected describe a face in a satisfactory way if the thresholds is chosen appropriately for the skin colour detection and for the blob support definition. In order to do this, we keep the threshold selection manual and we do not implement the fitting of an artificial ellipse into the supports of the blobs. This is not a limitation of the method, but it was mainly due to lack of time and it can be easily sorted out with some fine-tuning processing. There was not enough time to implement the localisation of facial features like mouth and eyes using scale space. 

Experimental results


The following images show some of the experimental results. Faces were correctly detected on most of the 100 images we tested. Even images including faces with dark complexion are correctly analysed by our algorithm, even if the training set does not include many images of peple with a dark complexion. This confirms that our chrominance histogram correctly defines the chrominance characteristics of the human melanine. 

In some images, though, the algorithm selects also hands or other human skin areas, even after a careful adjusting of the thresholds for the skin colour detection and for the blob support definition. 

The dimension of the faces that are detected by the algorithm is strictly related to the scale of the Gaussian filtering that is applied to the image. Therefore, for each scale, it is reasonable to have a minimum limit on the dimension of the located faces.

Some characteristics of the algorithm is that it is able to detect faces irrelevant to the view that is analysed, i.e. frontal view or profile.  The algorithm automatically detects an ellipse around the face candidate, due to the shape of the Gaussian filter. Some times the shape is not regular, because the choice of the threshold merges two or more blobs together. Sometimes the ellipse does not fit the candidate face on its contour, but it is slightly fitted. Once again, this is not unexpected, as it is one of the effects of the Gaussian filtering, that introduces an uncertainty on the exact position of edges.
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Fig 1: multiple blobs merge to describe a human face more accuratley than a simple geometrical ellipse.

Fig 2: the algorithm is sensitive to the characteristic chrominance of melanine, and so it recognises faces of black people as easly as the others.
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Fig 3: glasses or uncommon facial features like a mouth wide open do not disturb the correct operation of the system.

Fig 4: the algorithm correctly identifies profiles and multiple faces in the same image.
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Fig 5: in some pictures it is impossible to eliminate wrong areas even by a careful selection of the threshold used for colour localisation and blob thresholding.

Fig 6: hands are often detected together with face. They can be discriminated through a scale space analysis at a finer level of detail.
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Fig 7: blob merging can unify two faces as one and can cause problems on the image borders.

Fig 8: dark areas carry low chromatic information and tend to be excluded from the supports of the blobs.

Conclusions

In this document, it is reported the work carried out on the topic of face detection in the contest of the IP2001 Erasmus Intensive Course on Computer Vision. 

The approach used to tackle this topic has been to choose a colour-based multi-scale representation of the images. The method presents the advantage to be simple and effective to implement. The selection of the blobs on the colour-based filter allows to by-pass the connected components analysis, which is time consuming and very sensible to noise. This represents an improvement upon the classical approaches presented in the literature.

The idea of blobs, multi-scale image patches that summarise salient features of the represented scene is not new. However, this idea, conceptually very close to morphological analysis, has never been applied to colour space analysis.

Experimental results have been presented. They reveal that the technique is quite effective in the location of the faces. This fact represents an excellent trade-off  between simplicity and accuracy.

A very straightforward evolution of this project would be the automatic selection of an optimal threshold for each scale which has been analysed. Moreover, once the spatial support of the face has been detected, a more detailed analysis based on a finer selection of threshold could easily result in the extraction of facial features, such as eyes, nose, mouth.
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