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Deep Learning
A course about theory & practice
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Basic Idea
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Embedding, in short
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Embedding, in short
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Embedding, in short
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Word Embedding
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▪

“The man loves his son”
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Representing sentences
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▪

“The man loves his son”

• “son” “daughter”

Representing sentences
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▪

“The man loves his son”

Representing words
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Representing words
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▪

(center_word, context word)

(center_word, context word, label)

label 1 0

Representing words
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▪
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ctxt(t) t

Representing words



Word Embedding [13]Deep Learning  2023-2024

▪

Representing words
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Representing words
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▪
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Representing words

d

http://projector.tensorflow.org/


Word Embedding [16]Deep Learning  2023-2024

▪

“The man loves his son”

Representing words
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▪

Representing words
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Representing words
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Say It with Tokens
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Words vs Tokens



Word Embedding [21]Deep Learning  2023-2024

Words vs Tokens
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Words: [("hug", 10), ("pug", 5), ("pun", 12), ("bun", 4), ("hugs", 5)]

Tokens: ["b", "g", "h", "n", "p", "s", "u"]
Corpus: ("h" "u” “g", 10), ("p" "u” “g", 5), ("p" "u" "n", 12), ("b" "u" "n", 4), ("h" "u” “g" "s", 5)

"u" + “g“ 20

Tokens: ["b", "g", "h", "n", "p", "s", "u", "ug"]
Corpus: ("h" "ug", 10), ("p" "ug", 5), ("p" "u" "n", 12), ("b" "u" "n", 4), ("h" "ug" "s", 5)

"u" + “n“ 16

Tokens: ["b", "g", "h", "n", "p", "s", "u", "ug“, "un"]
Corpus: ("h" "ug", 10), ("p" "ug", 5), ("p" "un", 12), ("b" "un", 4), ("h" "ug" "s", 5)

“h" + “ug“ 15

Tokens: ["b", "g", "h", "n", "p", "s", "u", "ug", "un", “hug"]
Corpus: ("hug", 10), ("p" "ug", 5), ("p" "un", 12), ("b" "un", 4), ("hug" "s", 5)

Byte-Pair Encoding (BPE)

https://huggingface.co/learn/nlp-course/chapter6/5
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