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Deep Learning
A course about theory & practice
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Aside the Aside
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Graph-Based
Automatic Differentiation
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Automatic Differentiation (AD): Graph-Based
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AD of Flow Control Structures
▪

while

def pow(x, n):

 r = 1

 while n > 0:

  n -= 1

  r *= x

 return r

y = pow(x, 4)

grad(y) = ?
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AD Frameworks

TF tf.function
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AD strategies
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Different Frameworks: Engineering Trade-Offs
▪

▪
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Multiple Frameworks, Right Now
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A Different Approach:
JAX
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JAX in a nutshell
▪

▪

▪

https://github.com/HIPS/autograd
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