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Deep Learning
A course about theory & practice
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Generative Adversarial
Networks
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Basic idea
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Generative Adversarial Network (GAN)
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Generative Adversarial Network (GAN)
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Generative Adversarial Network (GAN)
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Generative Adversarial Network (GAN)
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Variational
Auto-Encoders
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Basic idea
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Basic idea
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Smooth generation

Decoder
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A problem: which loss function?

Encoder Decoder
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A problem: which loss function?
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Reparametrization Trick
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Reparametrization Trick
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Links

https://johfischer.com/2022/09/18/denoising-score-matching/
https://towardsdatascience.com/understanding-variational-autoencoders-vaes-f70510919f73
https://en.wikipedia.org/wiki/Variational_autoencoder
https://mbernste.github.io/posts/vae/
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Diffusion Models
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Basic idea
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Starting from the end: training algorithm
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Forward diffusion
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Going backward: denoising
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Going backward: denoising
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Going backward: denoising
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Going backward: denoising
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Diffusion Models:
Why so many steps?
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Going forward: adding noise
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Going backward: denoising



Generative Networks [33]Deep Learning  2023-2024

Going backward: denoising



Generative Networks [34]Deep Learning  2023-2024

Going backward: denoising



Generative Networks [35]Deep Learning  2023-2024

Going backward: denoising
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Going backward: denoising
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Links

https://www.assemblyai.com/blog/diffusion-models-for-machine-learning-introduction/
https://lilianweng.github.io/posts/2021-07-11-diffusion-models/
https://www.superannotate.com/blog/diffusion-models
https://encord.com/blog/diffusion-models/
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Practical Implementation
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Conditional U-Net as basic denoising block
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Conditional U-Net as basic denoising block
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Conditional U-Net as basic denoising block
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Latent Diffusion Models



Generative Networks [43]Deep Learning  2023-2024

Latent Diffusion Models

Encoder

Decoder



Generative Networks [44]Deep Learning  2023-2024

Latent Diffusion Models
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Decoder
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Conditioning on Labels
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Latent Diffusion Models with Conditioning
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Latent Diffusion Models with Conditioning
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Latent Diffusion Models with Conditioning
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Latent Diffusion Models with Conditioning
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Links

https://poloclub.github.io/diffusion-explainer/
https://blog.marvik.ai/2023/11/28/an-introduction-to-diffusion-models-and-stable-diffusion/
https://theaisummer.com/diffusion-models/
https://learnopencv.com/denoising-diffusion-probabilistic-models/
https://www.assemblyai.com/blog/diffusion-models-for-machine-learning-introduction/
https://lilianweng.github.io/posts/2021-07-11-diffusion-models/
https://www.superannotate.com/blog/diffusion-models
https://encord.com/blog/diffusion-models/
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