Aside 3:
Creating predictors
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Feed-Forward Neural Network

Target function: ¥y = " (x), x € R?

Dataset
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Representation — e.g., Feed-forward neural network
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Evaluation —e.g., Mean Squared Error
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Optimization — gradient descent and variants
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Predictors?

Optimization:
The aim is finding the parameters that make the representation
best approximating the target function over the dataset

Fundamental question:

How good is the approximator when applied to data items
that are not in the dataset?
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Overfitting

When the training process becomes too specific to the training set

= Training set, validation set, test set
Splitting the dataset

D = thr‘a/in U Dfua,l U Dtest
(@O, = {0,y U (W @R U (@0, Oy
Ntra'in > N'val; Ntest

Train Validation Test

Deep Learning : Aside 3 - Creating predictors [4]



Overfitting

When the training process becomes too specific to the training set

» Training set, validation set
Splitting the dataset

D = thr‘a/in U -Dfua,l U Dtest

{(m(i)’y(i)) g\il — {(w(j)’y(j))}‘i_v_trfin U {(w(k),y(k))}gi“{ U {(m(l)’y(l)) {V_tist

Ntra,z'n > Nval; Ntest
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Image from https://www.safaribooksonline.com/library/view/hands-on-machine-learning/9781491962282/ch04.html
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k-Fold Cross-V3lidation

* One dataset, multiple splits
1) Divide the dataset into & splits (i.e. folds)
2) Use k-1 folds for training and 1 fold for testing

3) Unless all combinations have been
considered, change combination
and go back to 2) All Data

Consider the average test loss Training data Test data
across all possible combinations

| Fold1 | Fold2 || Fold3 || Fold4 | Folds |\

split1 | Fold1 || Fold2 || Fold3 || Fold4 | Folds |

split2 | Fold1 | Fold2 | Fold3 || Fold4 | Fold5 |

Finding Parameters

Spiit3 | Fold1 || Fold2 || Fold3 || Fold4 | Folds |

Split4 ’ Fold 1 H Fold 2 H Fold 3 H Fold 4 H Fold 5 ‘

Spiit5 | Fold1 || Fold2 || Fold3 || Fold4 || Folds |/

Final evaluation { Test data

Image from https://www.kdnuggets.com/2020/01/data-validation-machine-learning.html
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