
Attention and Transformers [1]Deep Learning  2023-2024

Deep Learning
A course about theory & practice
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Attention is what we need?
(intuition)
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▪

Generating Text Captions from Images
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Generating Text Captions from Images
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▪

Natural Language requires Attention
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Attention as a Kernel
(yet another view of convolution)
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▪

Nadaraya & Watson, 1964]

Attention as Kernel
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Attention as Kernel
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Attention: Queries, Key and Values
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Is Attention a Kernel?
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Attention Pooling: Queries, Keys and Values
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Attention: Queries, Keys and Values
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Attention Scoring Function
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Attention Scoring Function
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▪

Attention Map
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Scaled Dot-Product Attention
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Scaled Dot-Product Self-Attention
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Attention vs. Convolution:
why should it be better?
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▪

Attention vs Convolution
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Attention vs Convolution vs RNN
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Positional Encoding
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Positional Encoding
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▪

Positional Encoding
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Transformers:
a network architecture
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Multiple Attention Heads
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Encoder Layer
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Encoder Layer



Attention and Transformers [36]Deep Learning  2023-2024

Decoder Layer
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Decoder Layer
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Encoder



Attention and Transformers [39]Deep Learning  2023-2024

Decoder
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this is the first book i've ever done.

Translator (Encoder-Decoder) 

este é o primeiro livro que eu fiz. this is the first book i've ever done

Feedback
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this is the first book i've ever done.

Translator (Encoder-Decoder) 

este é o primeiro livro que eu fiz. this is the first book i've ever done
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Attention Maps
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Attention in Blocks
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Chat (Decoder-only) 
A robot may not injure a human being

Please recite the first law of robotics

EOS A robot may not injure a human
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GPT Secret Sauce: Multi-Task Learning (MTL)
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ChatGPT 4o: So clever even when hallucinates..
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Links

https://d4mucfpksywv.cloudfront.net/better-language-models/language_models_are_unsupervised_multitask_learners.pdf
https://arxiv.org/pdf/1904.02679
https://arxiv.org/pdf/2203.02155
https://medium.com/@row3no6/why-chatgpt-uses-decoder-only-eaf0223143e6
https://cameronrwolfe.substack.com/p/decoder-only-transformers-the-workhorse
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