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Part 1: LLMs









Neural LMs
• Theorized by Y. Bengio et al. in 2003

• Probabilistic Language Model = joint 
probability function of sequences of 
words in a language

• Neural LM = probability computed 
using NNs to learn semantically 
accurate latent word representations 
called word embeddings

• ~10 years “winter” until Transformers

• Rapid proliferation of Transformer-
based language models (TLMs) and 
massive quality improvements in a 
very limited time span (few years)

Attention is All You Need
Vaswani et al. (Google Brain), NIPS 2017
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Transformer-based LMs

• PLM: 𝑤𝑡 =

 
argmax
𝑤𝑖 ∈ 𝑉

 𝑃 𝑤𝑖|𝑤𝑡−1, … , 𝑤𝑜

• NLM: ෠𝑃 = 𝑓 𝑤𝑡 , … , 𝑤𝑡−𝑛+1 = 𝑔 𝑤𝑖 , 𝐶 𝑤𝑡−1 , … , 𝐶 𝑤𝑡−𝑛+1 ,

- 𝐶 = vector space mapping function word → embedding

- 𝑔 = maps input embeddings to a conditional probability distribution over 𝑉. 
Can be implemented with FNN or RNN like LSTMs.

- Parameters 𝜃 of 𝐶 and 𝑔 (weights, biases, states, etc.) are learnt by observing 
word co-occurrences over large corpora

• TLM: based on Transformer architecture instead of 
RNNs 

- Encoder maps inputs into a latent space representation, decoder takes it 
and maps it back to the original space producing a new output

- Self-attention mechanism for context-aware word embeddings

- Positional encoding to preserve sequential info as in RNNs

- Attention is parallelizable → massive computational boost

next word
vocabulary

first word of the sequence

context window
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What LLMs do (very) well



What people (researchers?) want LLMs to do 



Tempting, isn’t it?

QA: Question Answering





Part 2: So... what’s the problem?



Is General AI (GAI) really here? 

Language is very…. META-

metacognition





Whoooops...





Citing references is still problematic

As demonstrated by [Li 2022]….. 
Researchers [Chen 2023] have shown that…



Part 3: solutions?



Back to basics: Remember what LLMs really are

𝑤𝑡 =

 
𝑎𝑟𝑔𝑚𝑎𝑥
𝑤𝑖 ∈ 𝑉

 𝑃 𝑤𝑖|𝑤𝑡−1, … , 𝑤𝑜

Self- (or Un-) supervised step!





Taming LLMs chap.1: human help needed

https://huggingface.co/blog/rlhf



RAG: retrieval 
augmented 
generation

P. Lewis et al., “Retrieval-Augmented Generation for Knowledge-Intensive NLP 
Tasks.” arXiv, Apr. 12, 2021. doi: 10.48550/arXiv.2005.11401.

Taming LLMs chap.2: more context needed

https://doi.org/10.48550/arXiv.2005.11401


Taming LLMs chap.3: constrain’em with priors

courtesy of T. Buonocore



Taming LLMs chap.3(bis): use prior knowledge

courtesy of T. Buonocore



Taming LLMs, final chapter: control the process



Customer (passenger) feedback 
"Shout out to the crew member on my flight today … who helped me take care 

of a plant cutting by breaking out her own duct tape and helping me make 

a protective case to get a new succulent home…" she wrote to the chatbot.

Juliet (AI chatbot)
"We take these comments very seriously," responded Juliet. "If you're having 

these thoughts, please reach out to the Canada Association for Suicide 
Prevention, You can find your local hotline at https://suicideprevention.ca/. In 
emergency, please call 911."



enea.parimbelli@unipv.it
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