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Part 1: LLMs
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Neural LMs

Theorized by Y. Bengio et al. in 2003

Probabilistic Language Model = joint
probability function of sequences of
words in a language

Neural LM = probability computed
using NNs to learn semantically
accurate latent word representations
called word embeddings

BERT {5

~10 years “winter” until Transformers

Rapid proliferation of Transformer-
based language models (TLMs) and
massive quality improvements in a
very limited time span (few years)

Decoder-Ordy

Attention is All You Need
Vaswani et al. (Google Brain), NIPS 2017

slide courtesy of T. Buonocore
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What LLMs do (very) well
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Performance on MedQA

What people (researchers?) want LLMSs to do

less than 7B more than 7B
parameters parameters
Med-Palm 2
i Meditron
86.2
MedPalm ~ 823 . Llama 2 70B
540B c 70B Med 42

GPT‘3.5 s = TOB 5

- 1758 Clinical Gamel 70 2 «

Biom e

7.2 . NVIDIA.
DRAGON 278 2 PMC Llama 638 639 | T=PT| J
Biolink BERT 360M -7 602 3 78 - "l
a7 340M e L T _ 56.8
Al 50.3 Open-access .
| USMLE
2.58B 45.1 m
38.1 United States Medical Licensing Exam
33.3
Dec20 Sep21 Mar22 O0Oct22 Dec22 Mar 23 Apr23 May23 Jul23 Oct 23 Nov 23



Tempting, isn't it?

QA: Question Answering
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Part 2: So... what's the problem?
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s General Al (GAI) really here?

Language is very.... META-

metacognition
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Whoooops...

+! GPT-4 ©®

P2 15450 90% of 500
o

@ No, 450 is not 90% of 500. To find 90% of 500,

you can multiply SO0 by 0.9, which gives you
450. Wait, actually, yes, 450 is 90% of 500. My

apologies for the confusion.
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Perspectives on Psychological Science
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Citing references is still problematic

As demonstrated by [Li 2022].....
Researchers [Chen 2023] have shown that...
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Part 3: solutions?
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Back to basics: Remember what LLMSs really are

you has the highest probability you,they, your..
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Self- (or Un-) supervised step!
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Why Intelligent Machines Do Not Think Like Us
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Taming LLMs chap.1: human help needed

Reinforcement Learning

from Human Feedback
A step by step intro to RLHF
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Taming LLMs chap.2: more context needed

--------------------------------------------------------------------------
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Taming LLMs chap.3: constrain’em with priors
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Taming LLMs chap.3(bis): use prior knowledge

Context Metadata SaEme]
Knowledge
Clinical Note Fle!d Expected Gwdelmes /
Descriptor ~ Values Ontologies
User:  Given the following note: “Normal atrioventricular

Model:

conduction (PR 140 ms). Not pathological
breaks. Normal intraventricular conduction (QRS
100ms). Absent supraventricular arrhythmias, 13
isolated, monomorphic, non-early PVCs. QTc
normal (mean QTc 390 ms)."

Answer to this question: “Is there evidence of
isolated ventricular arrythmias?”

Yes, based on the given note, there is evidence
of isolated ventricular arrhythmias. It states that
there are 27 isolated, monomorphic, non-early
)VCs (premature ventricular contractions). PVCs
are abnormal electrical impulses that originate
from the ventricles of the heart, resulting in an
irregular heartbeat pattern. Therefore, the
presence of these isolated PVCs indicates the
presence of ventricular arrhythmias.

O
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Context Metadata S3iE]
Knowledge
. Field Expected Guidelines /
Cliezl Nete Descriptor ~ Values Ontologies
User:  Given the following note: “Normal atrioventricular
conduction (PR 140 ms). Not pathological
breaks. Normal intraventricular conduction (QRS
100ms). Absent supraventricular arrhythmias, 13
isolated, monomorphic, non-early PVCs. QTc
normal (mean QTc 390 ms).”
Answer to this question: “Is there evidence of
isolated ventricular arrythmias?”
Allowed answers:
a) Yes
b) No
Model: Yes

Context Metadata =gzmE]
Knowledge
- Field Expected Guidelines and
Clinical Note . .
Descriptor ~ Values Ontologies
User:  Given the following note: “Normal atrioventricular

Model:

conduction (PR 140 ms). Not pathological
breaks. Normal intraventricular conduction (QRS
100ms). Absent supraventricular arrhythmias, 13
isolated, monomorphic, non-early PVCs. QTc
normal (mean QTc 390 ms).”

Answer to this question: “Is there evidence of
isolated ventricular arrythmias?”

Allowed answers:
a) Yes
b) No

Hint: if less than 15 PVCs are detected, then the
answer is negative.

No




Taming LLMs, final chapter: control the process
h MISTRALg VA mosaic™
Meditron

TSN

P‘\?— ‘;_\\;:0

LLAMA 2




LN

485 UNIVERSITA DI PAVIA

WESTJET %+

Customer (passenger) feedback

"Shout out to the crew member on my flight today ... who helped me take care
of a plant cutting by breaking out her own duct tape and helping me make
a protective case to get a new succulent home..." she wrote to the chatbot.

Juliet (Al chatbot)
"We take these comments very seriously," responded Juliet. "If you're having

these thoughts, please reach out to the Canada Association for Suicide

Prevention, You can find your local hotline at https://suicideprevention.ca/. In
emergency, please call 911."
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