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What’s AI? I

Figure 1: Scientific consensus
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Introduction/Spoiler I

Is the risk-based framework adequate for AGI?

Spoiler: no.

Main reason: from products to agents.
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From models to agents I

Figure 2: From Radosavovic et al, Humanoid Locomotion as Next Token
Prediction
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General robots? I

Figure 3: https://www.youtube.com/watch?v=1Go6HEC-bYU
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Evaluating Frontier Models for Dangerous Capabilities I

Figure 4: From Phuong et al 2024
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Evaluating Frontier Models for Dangerous Capabilities I

Figure 5: From Phuong et al 2024
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Sleeper agents I

strategically deceptive behavior: behaving helpfully in most
situations, but then behaving very di↵erently in order to pursue
alternative objectives when given the opportunity

If an AI system learned such a deceptive strategy, e.g. backdoor, it
cannot be detected or removed using current state-of-the-art safety
training techniques

Hubinger et al (2024)
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Sleeper agents II
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Claude 3 displays meta-awareness while being tested II

Figure 7: https://x.com/alexalbert /status/1764722513014329620
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Agentic LLMs Pose Novel Risks I

LLM-agents may be lifelong learners

Natural language underspecifies goals

Goal-directedness incentivizes undesirable behaviors

Di�culty of robust oversight and monitoring

Multi-agent safety is not assured by single-agent safety (emergent
functionality, group collusion, ...)

Safety Risks from A↵ordances Provided to LLM-agents (to browse
the web, to manipulate objects in the physical world, to create and
instruct copies of itself, to create and use new tools)

Check Anwar et al 2024 for a related research agenda
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AI: two definitions I

AI – Russell

an artificial agent is intelligent i↵ it perceives its environment and it
acts on it in such a way as to maximize the chance of reaching its
objectives

AI – EU AI Act

a machine-based system designed to operate with varying levels of
autonomy and that may exhibit adaptiveness after deployment and
that, for explicit or implicit objectives, infers, from the input it
receives, how to generate outputs such as predictions, content,
recommendations, or decisions that can influence physical or virtual
environments;
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Generative AI I

Generative AI

artificial intelligence able to generate text, images or other data using
generative models, in response to prompts.

Generative AI models learn the patterns and structure of their input
training data and then generate new data that has similar
characteristics.
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General AI I

General AI

a highly autonomous system, not specialized to carry out specific tasks,
but able to learn to perform as broad a range of tasks as a human
(modulo biological di↵erences) at least at the same level as the average
human.

Compare with ’narrow AI’; orthogonal to weak (Turing) and strong AI
(Searle); a gradable concept; di↵ers from superintelligence
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general purpose AI model I

General purpose AI model

an AI model, including when trained with a large amount of data using
self-supervision at scale, that displays significant generality and is
capable to competently perform a wide range of distinct tasks
regardless of the way the model is placed on the market and that can
be integrated into a variety of downstream systems or applications (EU
AI Act, 2024)
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What’s Risk? I

Figure 8: Scientific consensus
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The Notion of Risk I

According to the Stanford Encyclopaedia of Philosophy, ’risk’ (Hansson
2023) can take five main meanings:

an unwanted event

the cause of an unwanted event

the probability of an unwanted event

the expected value of an unwanted event

the fact that a decision is taken under conditions of known
probabilities (rather than uncertainty)
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The Notion of Risk in ISO and EU AI Act I

the notion of risk that is employed by standard organizations (such as
ISO) and absorbed by (some) legislators, is a di↵erent notion of risk

Risk

’risk’ means the combination of the probability of an occurrence of
harm and the severity of that harm

Clause 3.9 of ISO/IEC Guide 51:2014 Safety Aspects — Guidelines for
their inclusion in Standards (where ’harm’ is further defined as ”injury
or damage to the health of people, or damage to property or the
environment”, Clause 3.1). Clause 5 defines the ’probability of an
occurrence of harm’ as “a function of the exposure to hazard, the
occurrence of a hazardous event, the possibilities of avoiding or limiting
the harm”.
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Figure 9: From European Climate Risk Assessment Report, 2024

Federico L.G. Faroldi (University of Pavia/ Center for Human-Compatible AI, UC Berkeley federico.faroldi@unipv.it)A(G)I and Risk April 18, 2024 22 / 44



Figure 10: From European Climate Risk Assessment Report, 2024
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Is the risk framework adequate for agents? The problem

of existential risk I

Existential Risk

a risk that threatens the destruction of humanity’s longterm potential

The standard way to approach such a risk is exemplified by
(Posner 2004), e.g. when he quantifies the (dis)utility of human
extinction (the quintessential example of an existential risk) with a
real-valued number.

catastrophic risk aversion is never rational per se: “the fact that
an alternative might result in some particular catastrophe does not
mean that it will not be chosen, as long as . . . the catastrophe is
su�ciently unlikely (Stefansson 2020)”

problem in setting a probability of very unlikely events
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Is the risk framework adequate for agents? The problem

of existential risk II

problem in knowing (i.e. establishing a probability) unknown
events

problem of preserving a discontinuity between catastrophic and
existential risk while using real numbers

related problems for decision theory

Federico L.G. Faroldi (University of Pavia/ Center for Human-Compatible AI, UC Berkeley federico.faroldi@unipv.it)A(G)I and Risk April 18, 2024 25 / 44



Types of Catastrophic risks I

Hendrycks et al (2023) suggest the following categorization of
catastrophic AI risks:

1 malicious use: Ais can be deployed by malicious actors on
purpose. Cases include bioterrorism, propaganda, surveillance.
Proposed mitigation strategies include biosecurity, restricting
access to powerful models, and legal liability for developers.

2 AI race: international pressure could lead states to develop
powerful Ais without control and cede power to them. Cases
include lethal autonomous weapons and automated warfare,
automation of work. Proposed mitigation strategies include
implementing safety regulations, international coordination, and
public control of general-purpose Ais.
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Types of Catastrophic risks II

3 Accidental or organizational risks: these risks are in region of
better understood traditional risks, i.e. lab leaks, theft by
malicious actors, or organizational failure to invest in AI safety.
Proposed mitigation strategies include internal and external
audits, multiple layers of defense against risks, and state-of-the-art
information security.

4 Rogue AI: this is the worry that humans would loose control
over Ais, as they become more intelligent than us. This might
generate goal shifts, power-seeking behavior, and deception.
Proposed mitigation strategies have presumably to do with
alignment strategies.
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Types of Catastrophic risks III

The control argument as made by Ngo (2020): “We’ll build AIs which
are much more intelligent than humans (i.e. super- intelligent). Those
AIs will be autonomous agents which pursue large-scale goals. Those
goals will be misaligned with ours; that is, they will aim towards
outcomes that aren’t desirable by our standards, and trade o↵ against
our goals. The development of such AIs would lead to them gaining
control of humanity’s future.”
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Regulation of GPAI (in the EU AI Act) I

GPAI systems are either “normal” or they pose “systemic risks”.
Whether a system poses systemic risk is determined by a number of
“external factors”, such as the amount of compute used to train it.

Normal GPAI systems mostly need to comply with (broadly)
transparency requirements: keeping technical documentation (also
about the content used in training), providing info about the
model, cooperating with the commission etc.

GPAI systems with systemic risk have the same transparency
requirements, but in addition their providers need to perform
model evaluation, also with adversarial testing, to identify and
mitigate risk, keep track and report incidents, and ensure adequate
cybersecurity.
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Regulation of GPAI (in the EU AI Act) II

some applications of GPAI may be high-risk, and thus their
providers should respect requirements for high-risk systems. These
briefly consists in: adopting and implementing a risk management
system; appropriate data governance; keeping technical
documentation and automatic record keeping; providing
transparency and information to the users (among which the
intended purposes and instructions of use); human-oversight
provisions; provisions for accuracy, robustness and cybersecurity.
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Regulation of GPAI (in the EU AI Act) I

transparency requirements (in the sense above) do nothing to
address the problems and issues highlighted

Model evaluation mostly relies on benchmarks, rather than
real-life, global use. There is early evidence that generative system
like Claude 3 Opus modify their behavior when tested.

most of the issues identified in the previous sections are high-level,
complex issues, that are likely the result of combined interactions
at scale over an extended period, which seems hard to simulate
even in adversarial testing.

more abstractly, the kinds of architectures of GPAI seen/predicted
so far (and thus, of generative AI), seem di�cult to be provable
safe or aligned.
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Misalignment I

Reward misspecification: it might be hard to ensure that we
always give higher reward for the behaviour that we want and
lower reward for the behaviour that we don’t want

Goal misgeneralization: even if we manage to always reward the
behaviour that we want, agents might not learn the goal that we
want them to learn. Agents might learn misaligned goals instead,
and these misaligned goals might lead agents to resist shutdown.

Deceptive alignment: if agents with situational awareness learn
misaligned goals, these agents might pretend to have an aligned
goal in training. This kind of pretending might be the best way to
achieve their actual, misaligned goals in deployment.
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Can AGI’s risk be managed according to the risk

management system? I

Note that the risk management system is limited to when the AI
system is ”used in accordance with its intended purpose and under
conditions of reasonably foreseeable misuse”

The identification and analysis of known and foreseeable risks is
impossible, because we don’t know what AGI will look like or be
capable of exactly, and thus we cannot use available information.

estimation is di�cult when it comes to probability, and impossible
when it comes to severity, because catastrophic and existential
risks are impossible to quantify on familiar scales (but see Faroldi
and Zanetti 2024);

evaluation seems possible, as these existential risks should never
be acceptable.
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Can AGI’s risk be managed according to the risk

management system? II

design and develop the system in such a way that eliminates or
reduces the risks as far as possible: this seems to require that AGI
be aligned. But even for narrow AI, there are no theoretical
guarantees that a system is aligned and there is empirical evidence
that misalignment is robust across machine learning techniques,
with phenomena such as “scheming” and “goal misgeneralization”

If risks cannot be eliminated, providers must implement adequate
mitigations and control measures: this seems hardly possible
exactly because the argument is that AGI, if misaligned, may take
control.
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Can AGI’s risk be managed according to the risk

management system? III

Providers must provide adequate information and training to
users: this point also seems hardly applicable, to the extent that if
an AGI system is truly autonomous, it will be presumably tough
to anticipate in which ways it will create catastrophic or
existential risks, once it has been deployed.

Consequently, testing procedures are also out of the question,
because one cannot deploy an AGI system if the risks mentioned
earlier are not safely eliminated.
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Is the risk framework adequate for agents? General and

agential systems I

Agential System

A system is agential i↵ it (i) may find novel means to reach a given
end; (ii) may pursue novel, unexpected intermediate or instrumental
goals; (iii) may even pursue a novel end goal.

what happens if there is no specific intended purpose, i.e. if the
system is general or agential, may establish some of its purposes?

a fairly autonomous agent cannot be conceptualized as a product,
which comes with an intended purpose or is used in certain ways.
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Even admitting that the probability and the severity of harms can be
established with su�cient precision, and a method of combining them is
known and acceptable, the autonomous, general nature of real agents,
and their dynamicity (in adjusting goals, means, and responding to the
environment) seems to conceptually preclude the possibility to isolate
particular risks (and, subsequently, their combination), thus precluding
the implementation of mitigation measures that are not a maxmin
strategy (e.g. an extreme precautionary principle).
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Quo vadimus? I

Conceptualize AI as agents, rather than products: move away
from traditional notions of risk; di↵erence between generative and
general?

from product safety to agent alignment

Di↵used research vs the oligarchy of a few companies?

State funded - militarized technology? Feasible?

Control the hardware/compute/ - international organization?
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Conclusion I

Conceptual distinction between generative and general AI

This distinction seems lost in the current regulatory framework

Relying on a notion of risk, and its management, seems inadequate
for truly agential systems, be they general or not

Conceptualize AI as agents; alignment
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The End I

Thank you!
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