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Artificial Intelligence
A Course About Foundations
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An aside:
The K-means algorithm
(alternate optimization)
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Vector quantization
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k-means (Generalized Lloyd’s Algorithm – Vector quantization)
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k-means (Generalized Lloyd’s Algorithm – Vector quantization)
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k-means
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The Expectation-Maximization (EM)
algorithm
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Expected value of a random variable 
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Joint Expected Value
f }{ iX
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Expectation Maximization:  a preliminary example
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Convergence of the EM algorithm*
(in the discrete case)
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An aside: Jensen’s inequality
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An aside: Jensen’s inequality
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Incomplete observations
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Expectation- Maximization (EM) Algorithm
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Expectation- Maximization (EM) Algorithm
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An aside:
the EM algorithm in the continuous case*

(Mixture of Gaussians) 
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EM Algorithm: mixture of Gaussians
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EM Algorithm: mixture of Gaussians
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EM Algorithm: mixture of Gaussians
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The EM algorithm
for learning with missing data
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Missing Values: Observability Model
▪
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Missing Values: MCAR
▪
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Missing Values: MAR
▪
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Missing Values: MAR
▪
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Likelihood under MAR
 
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Likelihood under MAR
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Learning CPTs for a graphical model via MLE
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Learning CPTs for a graphical model via EM
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Learning CPTs for a graphical model via EM
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Learning CPTs for a graphical model via EM
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