
Probability: representation & inference [1]Artificial Intelligence   2020-2021

Artificial Intelligence



Probability: representation & inference [2]Artificial Intelligence   2020-2021

Probability: events as subsets of possible worlds
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Studying basic properties: a finitary setting
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Partitions, random variables*
▪
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Partitions, random variables*
▪

Ai

▪

X  {x1, x2, ... , xn}

• X xi

• X = x1 X = x2 X = xn W

• X = xi W

• X  = xi   X = xj i j

v(X) = x1

v(X) = x2

v(X) = xn

...
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Random variables, joint distribution*
▪
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[0, 1]

X Y Z W 

X = x1

X = x2

X = xn

...

Y = y1

Y = y2

Y = ym
...

(*) In a finitary setting
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Random variables: notation
▪ 

 X

[0,1] X = x

 X

W Y = y

(*) In a finitary setting
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Marginalization

Y
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▪

W W

W X, Y

P (X, Y )

Y = 1

Y = 0

X

 Y

Conditional probability

X=1

Y=1

Y=1X=1

W

W

(*) In a finitary setting
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Bayes’ Theorem (T. Bayes, 1764)

▪

P  (Y | X) L(X | Y )
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Example: information and bets

▪
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Independence, conditional independence
▪

< X  Y >  



▪

< X  Y | Z >   



< X  Y >   < X  Y | Z >,   < X  Y | Z >   < X  Y > 
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Independence, conditional independence
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Probabilistic Inference (no learning)
▪

▪

▪
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Continuous random variables (hint)

[0, 1]
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Expected value of a random variable 
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Variance of a random variable 


