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Plausible (defessible) reasoning

Why plausible reasoning?
Consider a generic entailment problemT ¢ ?

Four possible answers:

1. TEe
I'#—o
2. Tk
I'i=—op
3. TF P ___—— This case occurs only when I is contradictory, i.e. unsatisfiable
I'i=—op
4, T e
T —p

Case 4. is quite frequent: "our knowledge I' does not allow deciding about ¢ "
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Plausible (defeasible) reasoning

A reasoning process where the relation between formulae
is rationally plausible yet not necessarily correct (in the classical logical sense)

i.e. a specific reasoning method

Notation:
" f~csys0g> @ SAYs that ¢ is a plausible derivation from I"in <SysLog>

Properties of |~gyq o9

I |~<SysLog> P = I |7L<SysLog> % (COherence)
I Fosystogs @ = T Fcsysiogs @ (compatibility with derivation)
I b~ systogs @ P T asystogs @ (= T E ) (not necessarily correct)

It occurs very often in practice:
“The train schedule does not report a train to Milano at 06:55,
therefore we assume that such a train does not exist”

Most databases contain positive information only
Negative facts are typically derived ‘by default’
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Closed-World Assumption ( CWA)

{T FEa} Fown —@ (e is an atom)

Example (a program):
IT = {{Philosopher(socrates)}, {Philosopher(plato)}, {Cat(felix)}}

The program IT can be rewritten in Lgg as:

Vx ((x = socrates) — Philosopher (x))
Vx ((x = plato) — Philosopher (x))
Vx ((x = felix) > Cat(x))

The Closed-World Assumption (CWA) means completing (i.e. extending) the program II:

Vx ((x = felix) «> Cat(x))
Vx ((x = socrates V x = plato) <> Philosopher (x))  Notice the double implication

Then these plausible inferences become sound:
IT ~cya —Cat(socrates)
IT f~cya —Cat(plato)
IT f~cya —Philosopher (felix)
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Plausible (defeasible) reasoning

* Inference in defeasible reasoning is

Non-monotonic
r |~<SysLog> P R r'UA |~<SysLog> P
The arrival of new pieces of information may falsify inferences that used to be justified
e.g. an extra train to Milano at 06:55 is announced ...

Systemic
In classical logic, the soundness of all inferences schema depend only on the few formulae involved.
eg. PP, P LY
In defeasible reasoning, inferences are justified by an entire theory I'
One must check the entire database (see CWA): T [ ¢ g0 ¢
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Inference and reasoning (according to C. S. Peirce, 1870 ca. )

= Different types of reasoning

Deductive inference (sound)

Derive only what is justified in terms of entailment

“All beans in this bag are white”
“This handful of beans comes from this bag”

“This is a handful of white beans”

Inductive inference (plausible)

From repeated occurrences, derive rules

“This handful of beans comes from this bag”
“This is a handful of white beans”

“All beans in this bag are white”

Abductive inference (plausible)

From rules and outcomes, derive premises

“All beans in this bag are white”
“This is a handful of white beans”

“This handful of beans comes from this bag”

VX p(X) = p(X)
¢(a)

y(a)

Y(a)
¢(a)

VX p(X) = p(x)

VX p(x) > p(x)
p(a)

¢(a)
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