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Artificial Intelligence
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An aside:
The K-means algorithm

(i.e. alternate optimization)
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Vector quantization

k
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k-means (Generalized Lloyd’s Algorithm – Vector quantization)

k



Unsupervised Learning [5]Artificial Intelligence   2019-2020

k-means (Generalized Lloyd’s Algorithm – Vector quantization)

k



Unsupervised Learning [6]Artificial Intelligence   2019-2020

k-means (Generalized Lloyd’s Algorithm – Vector quantization)

k  

k  



Unsupervised Learning [7]Artificial Intelligence   2019-2020

k-means (Generalized Lloyd’s Algorithm – Vector quantization)



Unsupervised Learning [8]Artificial Intelligence   2019-2020

k-means (Generalized Lloyd’s Algorithm – Vector quantization)
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k-means
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The Expectation-Maximization (EM)
algorithm
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Expected value of a random variable 
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Joint Expected Value
f }{ iX
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Incomplete observations

▪

 {Xi} 

Z1 Z2 Z3 Z4

X1 X2 X3 X4

Zi

...
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Expectation Maximization:  a preliminary example

▪
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An aside: Jensen’s inequality

f

f pi pj

(pi  pj) f

f

f

x

y

x1 x2 x3 x4

p1=[x1, f(x1)]

p2=[x2, f(x2)]

p3=[x3, f(x3)]

p4=[x4, f(x4)]

p1+(p4  p1)

x1+(x4  x1)

}{ iX

f(x)
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An aside: Jensen’s inequality

f

p = 1p1+ 2p2 + 3p3 + 4p4

pi

i p pi

pi 

f  

f  

f(x)

x

y

x1 x2 x3 x4

p1

p2

p3

p4

p = 1p1+ 2p2 + 3p3 + 4p4

1x1+ 2x2 + 3x3 + 4x4
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Incomplete observations
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Expectation- Maximization (EM) Algorithm





Unsupervised Learning [26]Artificial Intelligence   2019-2020

Expectation- Maximization (EM) Algorithm


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EM Algorithm: mixture of Gaussians

Z k X

D= {x(1), … , x(N)} 

k k k k

xi D  

Z

X
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EM Algorithm: mixture of Gaussians
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EM Algorithm: mixture of Gaussians
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Topic modeling

d

ndZ ,

k
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Multinomial distribution
▪

▪

n N

▪

k

▪

N k
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Dirichlet distribution
▪

(1  1) (2  1)

▪

k
(1  1), (2  1) … (k  1)

k = 3
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Dirichlet distribution
▪

 

▪

1 =  2 = …  = k

< 1

Beta(x1,x2;10) Beta(x1,x2;1) Beta(x1,x2;0.1)
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An aside: plate notation 
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An example: Probabilistic Topic Models (Blei & Lafferty, 2009)

k
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An example: Probabilistic Topic Models (Blei & Lafferty, 2009)

k

d  [0, 1] k  [0, 1]Zd,n  {1, … ,k} Wd,n  V
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An example: Probabilistic Topic Models (Blei & Lafferty, 2009)
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Latent Dirichlet Allocation (LDA)
k
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LDA: which results?
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LDA: which results?
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LDA in practice

•

•

•


