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Prologue:
Causal Inference ?
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“Artificial Intelligence” (first appearance of the term)
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Reasoning as a Process

▪
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Causal Model
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Apropos dependence and independence
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Random variables: notation
▪

X

[0,1] X = x

X        Y 

X   Y = y

(*) In a finitary setting
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Marginalization

Y

(*) In a finitary setting
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Conditionalization
(*) In a finitary setting
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Conditionalization
(*) In a finitary setting
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Remarkable Rules

▪

▪

(*) In a finitary setting
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Probabilistic Inference (no learning)

▪

▪

▪
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Independence, conditional independence
▪

< X  Y >    < Y  X > 



▪

< X  Y | Z >     < Y  X | Z > 



< X  Y >   < X  Y | Z >           < X  Y | Z >   < X  Y > 
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Say it with graphs
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▪

•

•

•

•

Chain Factorization

X Y Z W
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▪

•

•

Chain Factorization

X Y Z W

X Y Z W
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▪

▪

Chain Factorization and Independence Assumptions

X Y Z W

X Y Z W
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▪

▪

Chain Factorization and Independence Assumptions

X Y Z W

X Y Z W
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Graphical models and independence assumptions

▪

ZX

Y
ZX Y ZX Y

ZX

Y
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Graphical models and independence assumptions

▪
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Graphical Models as Univariate Factorization

▪
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Paths in Graphical Models

X Y

X Y

M2 Y
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Blocked Paths in Graphical Models

X Y
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Blocked Paths in Graphical Models

X Y
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Blocked Paths in Graphical Models

X Y
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Blocked Paths in Graphical Models

A B
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D-Separation in Graphical Models

▪

X Y

X Y
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Graphical models: fundamental assumptions

▪

▪

X
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Learning Probabilities
from Data
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Graphical Models: Learning Parameters

T F

A S

L

R
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Graphical Models: Learning Parameters

T F

A S

L

R

L R P(R | L)

0 0 0.99

0 1 0.01

1 0 0.25

1 1 0.75

A L P(L | A)

0 0 0.999

0 1 0.001

1 0 0.12

1 1 0.88

T F A P(A | T,F)

0 0 0 0.9999

0 0 1 0.0001

0 1 0 0.01

0 1 1 0.99

1 0 0 0.15

1 0 1 0.85

1 1 0 0.5

1 1 1 0.5

F S P(S | F)

0 0 0.99

0 1 0.01

1 0 0.1

1 1 0.9

T P(T)

0 0.98

1 0.02

F P(F)

0 0.99

1 0.01
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Observations (Dataset)

▪
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Complete Observations 

▪
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Maximum Likelihood Estimator (MLE) 

▪
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Maximum Likelihood Estimator (MLE) 

T F

A S

L

R
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Maximum Likelihood Estimator (MLE) 

T F

A S

L

R

L R P(R | L)

0 0

0 1

1 0

1 1

A L P(L | A)

0 0

0 1

1 0

1 1

T F A P(A | T,F)

0 0 0

0 0 1

0 1 0

0 1 1

1 0 0

1 0 1

1 1 0

1 1 1

F S P(S | F)

0 0

0 1

1 0

1 1

T P(T)

0

1

F P(F)

0

1
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Missing Data
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Expectation-Maximization (EM) Algorithm
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Expectation-Maximization (EM) Algorithm
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