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Abstract. Scene understanding in smart surveillance and security is
one of the major fields of investigation in computer vision research and
industry. The ability of a system to automatically analyze and learn
the events that occur within a scene (e.g., a running person, a parking
car) is conditioned by several complex aspects such as feature extraction,
tracking and recognition. One of the most important aspects in the event
learning process is the detection of the time interval in which an event
occurs (i.e., when it starts and ends). The present paper is focused on
the learning of temporal correlated events. In particular, a formalized
description of the features associated with each event and the linked
strategy to define the event time-line are provided. The paper also reports
preliminary tests carried out on videos related to a reference outdoor
environment which validate the proposed strategy.

1 Introduction

Nowadays, intelligent video surveillance systems (e.g., [1,2]) are becoming increas-
ingly important due to their strategic role in monitoring sensitive targets
(e.g., [3,4]), as well as in supporting the safety and security of the people, environ-
ments [5] and objects. The main task of these systems is to automatically interpret
the behavior of the agents (e.g., persons, vehicles) that act within the scenario in
order to detect suspicious events [6]. In fact, a first basic classification of the events
can be defined by considering usual events and unusual events (e.g., anomalies or
novelties) [7,8]. The first class takes into account all those events which are con-
sistent with the monitored environment or, in other words, which are statistically
more frequent. An unusual event belongs to the second class. In most situations,
the primary objective of a smart security system is to provoke a reaction (e.g.,
alarm, feedback, action) when unusual events are perceived since they can poten-
tially cause security violations [9]. It should be noted that an event considered to
be usual in one environment could be an unusual event in other sites. Moreover,
within the same event may be behaviors attributable to one or the other class. The
introduced issues implicitly highlight two crucial aspects of the event detection
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process. The first one regards the set of key features chosen to represent an event
and its temporal evolution. The last one concerns the recognition of the time inter-
val in which the event occurs. Note that, as previously mentioned, the same event
(e.g., a moving car) can present, at different time intervals, features attributable
to usual or unusual events thus complicating the already complex task of the event
classification. From an abstract point of view, an algorithm for event detection and
classification [10–13] consists of two main steps:

– The selection of the key features (i.e., feature selection technique [14])
through which to understand the semantic of the interesting events;

– The design of the classifier (i.e., machine learning technique) adopted to
recognize the events. Note that, a classifier can be binary (distinguishing
usual events from unusual events), or multiclass (characterizing type and
meaning of each event within a set of specified classes).

The present paper has two main aims. The first one is to introduce a formal-
ization related to the key features associated to any event. The last one is to
exploit this formalization to introduce a time interval based strategy through
which automatically recognize when an event starts and ends. The proposed
approach was stressed by using a reference scenario in which different agents
interacted forming a wide range of events. The obtained qualitative and quanti-
tative results shown the effectiveness and the accuracy of the method.

2 Related Work

Due to the heterogeneity and vastness of the literature on the event representa-
tion and key feature extraction, the section will focus only on these works which
are more directly related to the proposed approach. A first interesting work is
presented in [15], where the authors address the problem of trajectory analy-
sis for anomaly detection using SVMs. In their approach the key features are
represented by a set of fixed-dimension vectors which correspond to the paths
traveled by agents within the monitored scenario. The trajectories having similar
features are clustered together forming the class of the usual events, while the
other trajectories (i.e., outliers) will form the class of the unusual events. In [16],
the role of the temporal feature for detecting unusual events is highlighted. The
representation of the time is achieved by a Gaussian Mixture Model (GMM)
which describes the temporal evolution of each agent involved within the sce-
nario. Another challenging work is proposed in [17], where the authors describe a
system for image understanding of complex scenarios. In particu-lar, the authors
primarily adopt two key features (i.e., color and texture) to determinate the indi-
vidual components of the images, subsequently they use another key feature (i.e.,
shape) to identify the important characteristic traits of the image and hence help
in better descriptive analysis of the scene. The authors of the work shown in [18]
adopt a classifier based on a set of DBNs to develop a situation assessment
framework. In particular, they present a method for an automatic definition of
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the parameters that can be easily used by a human operator when designing
a new net-work. The key features adopted within the framework come from a
supervised data-base (VIRAT [19]) able to provide a semantic interpretation
(labels) of the observed scenes, while the authors introduce an interesting use
of the temporal feature. The temporal key feature is used to correlate different
actions related to different agents with the aim to derive a more complex inter-
pretation of the events. This work has the great advantage of being particularly
adaptable to different application contexts. Other three interesting works are
proposed in [20–22]. The first one presents an algorithm for learning the event
categorizations in a given scene. In particular, the authors propose a Stochas-
tic Context-Free Grammars (SCFG) for event detection in challenging outdoor
video sequences. A similar work is introduced by the authors of the second one,
which show an algorithm for recognizing usual and unusual events in complex
video sequences. A technique of the same type is adopted by the authors of the
last work, which propose both standard visual key features and domain-specific
in-formation to semantically interpret different actions from video sequences. In
each work the temporal feature is used to correlate spatial events and/or identify
the sequence of complex actions.

3 Preliminaries

Let consider a monitored environment S in which nA agents (i.e., objects), interact
with it or among them. The k-th agent of class c, which is observed in the scenario
at time instant t, is denoted as a(c,k)(t) and it is composed of a set of n different
features such that:

ac,k(t) = {x(1)
k ,x(2)

k , . . . ,x(j)
k , . . . ,x(n)

k } (1)

where x(j)
k ∈ R

d indicates the j-th feature type (e.g., color histogram, histogram
of oriented gradients, etc.) extracted at time instant t (omitted to ease the nota-
tion). Notice that, since different features can be adopted to represent an agent,
then it is not a necessary condition that the i-th and j-th features span the same
feature space, i.e.|x(i)

k | = |x(j)
k |. In the following we assume all the features to be

normalized in the interval [0, 1].

3.1 Events

An event is generated by the action performed by a single agent. Therefore, it con-
siders no interactions between agents. More formally, let e(c,k) ∈ εc = {1, . . . , N}
denote the type of an event of interest generated by the action of an agent ac,k
(e.g., a moving person, a parked car, etc.), and εc is the set of all N possible
events associated with the c-th class agent. The set εc is defined off-line by the sys-
tem operator and stored in an event database. Also, let T s = [ts0, t

s
end] denote the

temporal interval during which an agent ac,k performs an action of interest that
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fires an event. Given the set of all available features collected during the temporal
interval T s, denoted as:

Ac,k = {ac,k(t)}t
s
end
t=ts0

(2)

it is generally the case that only a subset of them is relevant to detect the event
of interest. Such a subset is denoted as:

Ãc,k = {ãc,k(t)}t
s
end
t=ts0

⊂ Ac,k (3)

where ãc,k(t) ⊂ ac,k(t). Therefore a simple event generated by the k-th agent of
class c, can be defined as:

ec,k = fc(Ãc,k) (4)

where fc(·) is an agent class dependent function of the relevant features in Ac,k

and which output in εc denotes the event type for the c-th class. For instance,
the function fc(·) can be the output of a classification algorithm (e.g., a Support
Vector Machine, a Random Forest of Decision Trees, etc.).

4 Temporal Event Learning

One of the most important tasks that are required to properly learn and rec-
ognize an event of interest is to determine the time interval T s = [ts0, t

s
end] in

which the event occur. To determine such a time interval we formulate the fol-
lowing hypothesis. Let ts0 be the time instant in which the agent a(c,k) enters the
environment or the time instant following the last time instant of another event
produced by the same agent. To establish the time instant tsend at which the
event ends, we suppose that the given relevant features a(c,k) do not vary over a
given threshold. More formally, tsend is computed by taking the time instant tsi
as follows: {

tsend = tsi if hc = 1
tsi = tsi+1 otherwise

(5)

where
hc =

(
ãc,k(tsi ), ãc,k(t

s
i−1)

)
, j = 1, . . . , N (6)

is a function that compares the value of the given relevant features to deter-
mine when the variation between two consecutive time instants tsi and tsi−1 is
outside the allowed range of Kj

c = [εjc,min, ε
j
c,max] which describes the behavior

of the agent a(c,k), hence the main characteristics of the event. For example, let
us consider the detected agent aperson,1(t) being a person in the environment.
Let consider the following events belonging to the scenario:

– Event 1: A walking person (moving at approximately constant speed);
– Event 2: A running person;
– Event 3: A static person.
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In such a case we can defined the function hperson as:

hperson =
(
ãperson,1(tsi ), ãperson,1(t

s
i−1), ε

j
person

)
= ãperson,1(tsi ) − ãperson,1(tsi−1) ∈ Kj

person

where tsi is the sampling instant. In such a case the sampling interval tsi −tsi−1 is the
1sec. The value of the thresholds intervals for Kj

c , for j = 1, . . . , 3 (in this exam-
ple) should be selected according to the definitions of simple events. Here, the most
significant feature characterizing the events is the speed of the person expressed
as the distance traveled between consecutive frames measured in pixel or meters
(if camera calibration is adopted). So, the set aperson,1 contains the agent position
features only. The intervals Kj

c accounts for the minimum and maximum distance
traveled between two consecutive frames for the j-th event of the agent of class c.
For the given example, assuming that a walking person is normally moving at a
speed lower than 2m/sec (i.e., covering a distance lower than 2m between consec-
utive samples), and that a running person is normally moving at a speed higher
than 2m/sec, the following intervals can be defined by the operator for the event
related to the agent aperson,1:

– Event 1: A walking person (moving at approximately constant speed):
ε1person,min = 0.25 and ε1person,max = 2;

– Event 2: A running person:
ε2person,min = 2 and ε2person,max = 10;

– Event 3: A static person:
ε3person,min = 0 and ε3person,max = 0.25;

4.1 Temporal Feature Extraction

Typical features describing an event are the class of the agent, the size of
the blob representing the agent, its position projected on a 2D top view map,
the agent speed and the color histogram (see Fig. 1). In addition, to capture the
shape of the agent [23] PHOG features are used. Such as features are extracted
every time instant t and pooled in the time interval The PHOG feature [24]
captures the local shape and the spatial layout of the shape in a given image
exploiting the pyramidal framework proposed in [25]. As shown in Fig. 2, in a
spatial pyramid framework, the given image is divided into a sequence of spatial
grid cells. The PHOG feature vector is computed as a concatenation of all the
HOG vectors computed for all the cells at each level of the spatial pyramid repre-
sentation. Fig. 2 illustrates this principle showing the PHOG features computed
for different values of spatial pyramid levels L.

4.2 Neural Tree Learning

A Neural Tree is a hierarchical classifier with a tree structure. Each node of
the tree is an Artificial Neural Network (ANN) and each leaf corresponds to
a class label (in this case, to an event). In a NT, the classification of a given
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Fig. 1. An example of the considered features extracted from a given frame. (a) Shows
the input frame; (b) The processed frame by a change detection algorithm localizing
the agent; (c) The extracted feature vector.

Fig. 2. Effects of the number of levels (L) in the PHOG feature extraction process.
For each of the four blocks, the top row shows the grid cells (in green) at which the
HOG features are extracted. Bottom rows show the final PHOG features computed
concatenating the HOG features extracted at each level of the pyramid.
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pattern is conducted by presenting the pattern to the ANN in the root node.
Then, it follows the path determined by the ANN output. The process continues
until a leaf node is reached. Due to the its classification capabilities, in this
work the AHNT proposed in [26] has been used to obtain the classification
function fc(·). In an AHNT, each node can be a first-order or a high order
perceptron (HOP) according to the complexity of the local training set. First
order perceptrons split the training set by hyperplanes, while n-order perceptrons
use n-dimensional surfaces. An adaptive procedure decides the best order of the
HOP to be applied at a given node of the tree. The AHNT is grown automatically
during the learning phase: its hybrid structure guarantees a reduction of the
number of internal nodes with respect to classical neural trees and reaches a
greater generalization capability. Moreover, it overcomes the classical problems
of feed-forward neural networks (e.g., multilayer perceptrons) since both types
of perceptrons does not require any a-priori information about the number of
neurons, hidden layers, or neuron connections.

5 Experimental Results

In order to evaluate the performances of the proposed event learning and detec-
tion system in a real-world outdoor scenario, we considered the premises of the
Department of Mathematics and Computer Science at the University of Udine
and their surroundings, as shown in Fig. 3.

The environment consists of two main buildings, three parking lots, several
roads and road joints, three main pedestrian-only paths and green areas. These
areas have been manually labeled on the map (see again Fig. 3) and they compose
the prior static knowledge available on the monitored environment. The area is
monitored by six PTZ IP color cameras manufactured by Axis (outdoor model
Q6032-E). The cameras have been oriented using the algorithm proposed in [27]
to maximize their visual coverage avoiding overlaps, in order to acquire data
from the largest area possible. The list of possible agents is defined as A =
{person, car, bus} and for each agent the list of features is defined as:

– a = {position, speed, width, height, colorhistogram,PHOG}.

In order to learn the simple events with the AHNT [26] we considered the video
sequences acquired over a 6-hours time range; the sequences have a resolution of
382× 288 pixels. The experiments have been conducted to recognize three types
of simple events, namely:

– Person walking on the pedestrian paths;
– Car entering/leaving the parking lot;
– Bus stopping/starting at the bus stop.

As previously mentioned, simple events are learnt using a neural tree architec-
ture, using the most appropriate features among the available ones. The training
set consisted in 451 sequences of walking person, 92 of car entering/exiting the
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Fig. 3. The outdoor environment used as a test bed for simple/complex event learning
and detection evaluation.

(a) (b) (c)

Fig. 4. Three frames from one of the parking lot sequences.

parking lot, and 12 of the stopping/starting bus. Fig. 4 shows few frames from
a sequence in the parking lot.

The trained Neural Tree has 25 perceptron nodes and a maximum depth of
4. It has been used to classify respectively 50, 20 and 10 sequences for each of
the three event classes (the test sequences are different from the training ones).
The final classification result is show in Table 5. The table is a confusion matrix
where the rows are the ground truth classification of the test video sequences,
while the rows are the results obtained with the trained neural tree.
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Predicted Event Class
Person Walking Car in the Parking Lot Bus at the Bus Stop

G
ro

u
n
d

T
ru

th
Person Walking 47 2 1

Car in the Parking Lot 0 18 2

Bus at the Bus Stop 1 2 7

From the table we can see that the neural tree recognized the “person walking
on pedestrian paths” with a success rate of 94%, the “car entering/leaving the
parking lot” with a success rate of 90%, and the “bus stopping/starting at the
bus stop” with a success rate of 70%. The lower rate on the bus stop class can be
motivated by the small number of training and test sequences, since during the
acquisition time range of 6 hours the number of buses passing in the monitored
environment is significantly lower than the number of detected cars and people.

6 Conclusions

Within the current state of the art one of the major problems that afflict the
automatic systems of video surveillance is their ineffectiveness in recognizing the
time interval in which an event occurs. Moreover, the actual systems are not
oriented in distinguishing the possible different characters of a same event. The
proposed paper faces the mentioned issues by means of a novel event learning
process. The preliminary tests carried out on a set of videos related to a reference
outdoor scenario have proven the implemented strategy.

As future works, we are currently evaluating the performance of our app-
roach on more complex and challenging datasets. We are also investigating re-
identification [28,29] methods allowing us to recognize events that span large
time windows and wide areas that are only partially covered by sensors.
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