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Abstract. This paper presents a high quality and low complexity image clarifi-
cation method, which restores the visibility of images captured in bad weather 
and poor lighting conditions. A sequential processing of conventional dehazing 
and backlit correction methods has a problem that textures and noises are over-
emphasized by the corrections. The proposed method first decomposes a  
captured image into two components: a structure component forming smooth 
regions and strong edges and a rest component for fine textures and noises. Im-
age enhancement is conducted based on analyses of the first component, while 
controlling an amplification factor of the texture component. The utilization of 
the structure component for the enhancement enables pixel-wise corrections 
without local area analysis which results in lower computational cost. Experi-
mental results demonstrate that the proposed method can successfully enhance 
image qualities and its computational cost is reasonable for real-time video 
processing. 
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1 Introduction 

Recently, video surveillance for outdoor purpose has attracted attention due to the fear 
of terrorism and violent criminals. In a surveillance system, operators catch occur-
rences of crimes or suspicious behaviors from the captured images. The performance 
of the system depends on the visibility of the images. To achieve a high security sur-
veillance system and comfortable operations, captured images are required to be of 
high quality. 

Image degradations in outdoor scenes are mainly caused by two kinds of environ-
mental conditions. There are lighting conditions and weather conditions. The lighting 
condition affects brightness and the weather condition affects contrast of objects in an 
image (figure 1). Since it is difficult to control these environmental conditions physi-
cally, image restoration techniques are required. 

Many methods have been proposed to enhance the image quality in poor lighting 
conditions, which modifies the dynamic range of the captured image virtually and 
provides high visibility [5, 10, 17, 19, 20]. These methods change tone-mapping 
curves for each pixel according to local area analysis. The image restoration in poor  
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lighting conditions is an established technique, it is widely used in many applications 
such as consumer digital cameras and imaging software. 

The restoration of images in bad weather conditions is called “haze removal” or 
“image dehazing” and has been studied actively [2-4, 6-9, 11, 12, 16, 18]. Narashiman 
and Nayer proposed a physics-based scattering model, which can represent the light 
path in bad weather conditions, and showed that the scene structure can be recovered 
by captured images in different weather conditions [11, 12].  Schechner et al. pro-
posed a dehazing method from two or more images with different polarized angles 
[16]. Single image dehazing is a more challenging problem, since there is fewer in-
formation available to estimate the haze-free scene. However, significant advances 
have been seen in recent years [2-4, 7-9, 18].  These advances are achieved based on 
the physics-based model with new prior about the scene. Tan proposed a method 
which restores the image by maximizing its local contrast [18]. Fattal proposed a 
retrieval method by using the relationship between the surface shading and the scene 
transmission that these are locally uncorrelated [2]. He et al. found that most local 
patches in haze-free images contain a pixel which has low intensity in at least one 
color channel and based on the prior, which is called dark channel prior, they recover 
vivid color images [3]. Refined methods based on the dark channel prior have been 
proposed [4, 8],  because the dark channel prior is a simple but a effective prior. 
Since single image dehazing is conducted based on assumptions about the imaging 
model and the prior, it is quite possible that the image retrieval fails in some regions. 
As a result, the restored image tends to be dark and over-saturated [7]. 

Li et al. [7] proposed a post enhancement method after a single image dehazing to 
recover the degradation in the restored image using local area luminance. Their post 
enhancement is conducted with the similar concept to the enhancement in poor light-
ing conditions. Their work suggests that it is possible to achieve an image restoration 
in poor lighting and bad weather conditions, when a processing is executed in the 
order of a bad weather correction to a lighting correction, the lighting correction re-
covers the failure of the bad weather correction. 

There are several problems still remain when the conventional methods are simply 
proceeded sequentially. One of the problems is the overemphasized textures by the 

correction. Since these corrections work as contrast enhancement, textures in captured 
images are emphasized by the corrections. The poor lighting correction recovers the 
failure in the bad weather correction in luminance level, however, it conducts an un-

necessary enhancement in terms of textures. As a result, the corrected images become 
too sharp at these regions. The presence of noise in captured images is also an issue in  

  
(a) Night scene (b) Backlit scene (c) Rainy scene (d) Dense foggy scene 

Fig. 1. Images in bad environmental conditions. 
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Fig. 2. Imaging model. 

the corrected images. The noise is also emphasized by the corrections, and sometimes 
the noise becomes significantly visible by the enhancement even if it is hard to see in 
the original image. In addition, the computational cost becomes a problem, consider-
ing the case of implementation for image applications, because at least two local ana-
lyses are needed for the restoration. 

To overcome these problems, this paper presents a new image clarification method 
based on structure-texture decomposition. The proposed method first decomposes a 
captured image into two components: a structure component forming smooth regions 
and strong edges and a rest component for fine textures and noises. A correction for 
bad weather and poor light is conducted based on analyses the structure component, 
while suppressing overemphasis in texture component. The utilization of the structure 
component for the enhancement enables pixel-wise corrections without local analyses 
which results in lower computational cost. 

2 Imaging Model 

In this section, the imaging model is presented. Figure 2 illustrates the path of lights 
which reach to an image sensor. In this model, an object is irradiated with airlight, 
and a reflected light is produced. The reflected light is attenuated by particles in the 
air before reaching the image sensor. The image sensor also captures airlight scattered 
by the particles. Finally the image sensor creates a captured image from these mixed 
lights with additive sensor noise. 

It is well known that radiance of reflected light is related to irradiance of light and 
surface reflectance characteristics of object such as shape and albedo [13.14]. The 
radiance ܬ is represented as equation (1), where ܣ ,݈ ,ܿ ,ݔ and ܴ  denote pixel 
position, color channel, irradiance of the incoming light, color composition of the 
airlight and the surface reflectance characteristics, respectively.  

ሻݔ௖ሺܬ  ൌ ݈ሺݔሻ ܣ௖ ܴ௖ሺݔሻ (1) 
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The physics-based scattering model by Narasimhan and Nayer [11] is employed to 
represent the behavior of light passing through the air. Their model is simplified as 
equation (2) [2,3], where ܪ denotes the intensity of mixed light irradiating the image 
sensor,  ݐ denotes the transmission for the scattering. 

ሻݔ௖ሺܪ  ൌ ሻݔ௖ሺܬሻݔሺݐ ൅  ሺ1 െ  ௖ (2)ܣ ሻሻݔሺݐ

Assuming that the additive sensor noise is white gaussian noise with a variance ߪ, 
the intensity in captured image ܫ is represented as equation (3), where ߟ represents 
an intensity of the noise. 

ሻݔ௖ሺܫ  ൌ ൫ݐሺݔሻ݈௖ሺݔሻ ܴ௖ሺݔሻ ൅ ሺ1 െ ௖ܣሻሻ൯ݔሺݐ ൅  ሻ (3)ݔ௖ሺߟ

In this imaging model, the change in lighting conditions is represented by  ݈, and 
the change in weather conditions is represented by  ݐ. The degradation by image 
sensor noise and the effect by the color of the airlight are represented by ߟ and ܣ, 
respectively. Our target is to restore the captured image into an image in a good light-
ing and a fine weather condition represented as equation (4), where ݈௜ௗ௘௔௟  denotes 
irradiance in a good lighting condition. 

௜ௗ௘௔௟௖ܫ  ሺݔሻ ൌ ݈௜ௗ௘௔௟௖ ሺݔሻ ܴ௖ሺݔሻ (4) 

3 Proposed Method 

3.1 Structure-Texture Decomposition 

The proposed method first decomposes a captured image into two components: a 
structure component forming smooth regions and strong edges and a rest component 
for fine textures and noises. In general, irradiance and transmission change smoothly 
in an object and the significant changes occur at the boundaries of objects, which 
correspond to image edges. Therefore, an extraction of smooth regions preserving 
strong edges is useful for the analyses of these variables. 

In this paper, total variation (TV) norm minimization [15] is employed for the de-
composition, which can extract geometric features such as flat areas, monotonic 
changes, and steps in an input image, while separating oscillating signals such as fine 
textures, specular reflection light and noises. The processed image after the TV norm 
minimization is configured as the structure component and the residual is regarded as 
texture component in this paper. Processed images are shown in figure 3, where the 
texture component is amplified to five times. 

The structure component and the texture component are approximately represented 
as equation (5) and (6), respectively, where  ܴ௦ represents the body color of an ob-
ject and ܴ௧ represents its textures. Since the noises are separated into the texture 
component, we can conduct noise-free analyses using the structure component.  

 ܵ௖ሺݔሻ ൌ ൫ݐሺݔሻ ݈௖ሺݔሻ ܴ௦௖ሺݔሻ ൅  ሺ1 െ  ௖ (5)ܣሻሻ൯ݔሺݐ

 ܶ௖ሺݔሻ ൌ ௖ܣሻݔሻ ܴ௦௖ሺݔሻ ݈௖ሺݔሺݐ ൅  ሻ (6)ݔ௖ሺߟ
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The structure-texture decomposition enables to predict the occurrence of overem-

phasized textures after corrections by observing the change in the texture component. 
The structure component contains much information about a surrounding region for 
each pixel. Therefore, utilization of the structure component enables pixel-wise cor-
rections without local analysis which takes computational costs, just by sharing the 
change in the structure component during processing. 

3.2 Airlight Correction 

The effect by the airlight is removed as preprocessing in this paper. This processing is 
a kind of an automatic white balance correction. The airlight ܣ is estimated by tak-
ing the top 1% brightest pixel for each color channel from the structure component 
where little specular reflection light is included. The captured image, the structure 
component and the texture component are corrected as equation (7). 

ሻݔଵ௖ሺܫ  ൌ ூ೎ሺ௫ሻ஺೎  , ଵܵ௖ሺݔሻ ൌ ௌ೎ሺ௫ሻ஺೎  , ଵܶ௖ሺݔሻ ൌ ்೎ሺ௫ሻ஺೎  (7) 

The variance of the image sensor noise in the corrected image is also emphasized 
by the correction as equation (8). 

ଵ௖ߪ  ൌ  ௖ (8)ܣ/௖ߪ

3.3 Bad Weather Correction 

An image dehazing is proceeded with a non-linear function based on the structure 
component in the proposed method. To conduct the image dehazing, the transmission ݐ should be estimated for each pixel. In this paper, the transmission ݐ is calculated 
as equation (9), which means strength of scatting in the air in an image is represented 
by a sum of a uniform coefficient ߙ and regionally changing coefficient ߚ. 

ሻݔሺݐ  ൌ 1 െ ൫ߙ ൅  ሻ൯ (9)ݔሺߚ

  
(a) Input Image (b) Structure component (c) Texture component 

Fig. 3. Structure-texture decomposition. 
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Since the dark channel prior is satisfied enough when it is applied to whole region 
in an image, ߙ can be detected by equation (10) with high accuracy. 

ߙ  ൌ min׊௖ሺmin׊௫ሺܫଵ௖ሺݔሻሻሻ (10) ߚ is estimated as equation (11) under an assumption that a residual of a dark chan-
nel in the structure component include the airlight with constant ratio ݇. 

ሻݔሺߚ  ൌ ݇ ڄ min׊௖ሺ ଵܵ௖ሺݔሻ െ  ሻ (11)ߙ

The proposed method reduces the degradation by ߙ and ߚ separately. Since ߙ 
can be detected with high accuracy as already mentioned, the restoration based on the 
physics-based scattering model works well. So proposed firstly remove the effect by 
coefficient ߙ as equation (12) and creates a processed image ܫଶ. 

ሻݔଶ௖ሺܫ  ൌ ଵଵିఈ ሺܫଵ௖ሺݔሻ െ  ሻ (12)ߙ

The accuracy of the estimate value ߚ is relatively lower than ߙ, and the value of ߚ includes a prediction error which causes dark and color over-saturated regions in a 
restored image. The degradation tends to be significant when it is applied to dark 
regions, because the correction amount by the scattering model increases while the 
region becomes dark. To avoid the problem, the proposed method conduct a restora-
tion to reduce the effect by errors in ߚ  using a refined non-linear function 
represented in equation (13), and create a haze-free image ܫଷ. 

ሻݔଷ௖ሺܫ  ൌ ሺܫଶ௖ሺݔሻሻଵ/ሺଵିఉሺ௫ሻሻ (13) 

This function has a characteristic that when it is applied to bright areas it works 
similar to the restoration using the physics-based scattering model like equation (12), 
and when it is applied to dark areas it reduces the correction amount not to make the 
area too dark. The proposed method conduct a restoration of structure component by 
the same procedure and create a haze-free structure component  ܵଷ. 

3.4 Poor Lighting Correction 

The haze-free structure component  ܵଷ  represents a brightness of a surrounding 
region at an interest pixel after the bad weather correction, including the effect by the 
failure of the bad weather correction. Thus, a poor lighting correction is conducted 
using the component  ܵଷ. The irradiance is estimated by taking the maximum value 
of each color channel in  ܵଷ as equation (14). A scaling factor  ߛ for the correction 
is calculated as equation (15), with the similar concept to a method in [20]. In equa-
tion (15), as the estimated irradiance ݈௘௦௧  decreases, the scaling factor ߛ increases 
according to parameters ܽ and ܾ. 

 ݈௘௦௧ሺݔሻ ൌ max׊௖ሺܵଷ௖ሺݔሻሻ (14) 

ሻݔሺߛ  ൌ ሻݔሺെܽ ݈௘௦௧ሺݔܽ݉ ൅ ܾ, 1ሻ (15) 
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A corrected image ܫସ is created as equation (16), while ensuring that the corrected 
image does not cause saturation.  

ሻݔସ௖ሺܫ  ൌ 1 െ ൫1 െ ሻ൯ఊሺ௫ሻݔଷ௖ሺܫ
 (16) 

The proposed method also conducts a restoration of structure component by using 
the same way and create a processed structure component ܵସ. 

3.5 Texture Refinement 

Finally, the proposed method refines textures of the processed image after the poor 
lighting correction. The change in the texture component by the bad weather and the 
poor lighting correction is represented as equation (17). 

ሻݔ௖ሺݎ  ൌ ሺܫସ௖ሺݔሻ െ ܵସ௖ሺݔሻሻ/ ଵܶ௖ሺݔሻ (17) 

In order to suppress the excessive amplification of the texture component, the pro-
posed method sets an upper limit value of the amplification factor ݎ௠௔௫ and modifies 
the texture component as equation (18) and (19). 

 ଶܶ௖ሺݔሻ ൌ  ሻ  (18)ݔሻ ଵܶ௖ሺݔ௖ሺݎ ሻݔሺ݌

ሻݔሺ݌  ൌ ቄݎ௠௔௫/ max׊௖ሺݎ௖ሺݔሻሻ ݂݅ max׊௖ሺݎ௖ሺݔሻሻ ൐ ௠௔௫1ݎ  ݁ݏ݅ݓݎ݄݁ݐ݋  (19) 

Since the noise variance in the refined texture component ଶܶ can be estimated as 
equation (20), the proposed method conducts a soft threshold shrinkage for the noise 
reduction as equation (21). 

ሻݔଶ௖ሺߪ  ൌ  ଵ௖ (20)ߪ ሻݔ௖ሺݎ ሻݔሺ݌

 ଷܶ௖ሺݔሻ ൌ ቄsgnሺ ଶܶ௖ሺݔሻሻ ڄ ሺ| ଶܶ௖ሺݔሻ| ൐ ሻሻݔଶ௖ሺߪ ݂݅ | ଶܶ௖ሺݔሻ| ൐ ሻ0ݔଶ௖ሺߪ ݁ݏ݅ݓݎ݄݁ݐ݋  (21) 

Finally, an output image ܫ௢௨௧  is created by combining the corrected structure com-
ponent ܵସ and the refined texture component  ଷܶ. 

௢௨௧௖ܫ  ሺݔሻ ൌ ܵସ௖ሺݔሻ ൅ ଷܶ௖ሺݔሻ (22) 

4 Evaluation 

Evaluations of the proposed method were` conducted using captured images in bad 
environmental conditions. Table 1 shows the parameter sets used for the evaluations. 
The same parameters are used for the restorations except for the noise variance in a 
night scene. In this paper, digital TV filter [1] is employed for the structure-texture 
decomposition, which can efficiently minimize the TV norm. 

 
 



 Image Clarification Method Based on Structure-Texture Decomposition 359 

 

 
 

Figure 4 shows restored images in different bad weather conditions by the pro-
posed method. The results by He et al. [3] and Kim et al. [6] are also shown in figure 
4 for a comparison. The corrected images by He et al. [3] tends to be dark and color 
over-saturated as reported in [7] and noises in the captured image become significant-
ly visible. The method by Kim et al. [6] does not cause dark or color over-saturated 
regions in the corrected images, however, the strength of the correction is very weak 
in the captured image in the foggy scene. On the other hand, our method successfully 
restores the image contrast failure in the bad weather condition, and create comforta-
ble images, because our method recovers the failure in the bad weather correction 
while suppressing overemphasized textures and noises in the corrected images.  

  
Input image (rainy) Proposed Method He et al .[3] Kim et al. [6] 

  
Input image (foggy) Proposed Method He et al. [3] Kim et al. [6] 

Fig. 4. Corrected images in bad weather conditions. 

Table 1. Parameter sets for the evaluation. 

Parameter Value Parameter Value 

Noise variance 0.005 ߪ Bad lighting correction parameter ܽ 5.0 

Noise variance ߪ (night scenes) 0.015 Bad lighting correction parameter ܾ 4.0 

Bad weather correction parameter ݇ 0.85 Texture refinement parameter ݎ௠௔௫ 3.0 
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Figure 5 represents the differences of corrected images by the presence of the tex-

ture refinement procedure in the proposed method. The corrected images without the 
texture refinement indicate the corrected images when the conventional bad weather 
correction and the poor lighting correction are simply proceeded sequentially.  In the 
corrected images without the texture refinement, the textures are overemphasized and 
become like a result of applying an unsharp mask which is not intended. The noises 
are also emphasized and become significantly visible. The proposed method ade-
quately suppresses these overemphasized textures and noises. 

Figure 6 demonstrates corrected images in poor lighting conditions by the pro-
posed method. These results present that the proposed method also can successfully 
correct images in poor lighting conditions with the same parameters. 

Table 2 shows the processing times of the proposed method to a VGA size image 
(640 ൈ 480 pixels) on a CPU (Intel Xeon E5-1650 3.2GHz). The proposed method is 

  
Input image (backlit) Our result Input image (Night) Our result 

Fig. 6. Corrected images in bad weather conditions. 

  

  
Input Image Our result Our result without texture 

 refinement 

Fig. 5. Details of corrected images in bad weather conditions. 
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implemented using Intel AVX. The total time of the correction is 20.3 milliseconds. 
This result suggests that the proposed method can be embedded as software in actual 
imaging applications which require real-time video processing. The computational 
time is almost the same as the method by Kim et al. [6] (48.5 fps for VGA size video) 
which conducts only image dehazing. The notable point is that the computation of the 
bad weather and the poor lighting corrections takes less than 10 milliseconds. A se-
quential processing of the conventional dehazing and backlit correction methods re-
quires filtering or optimization processes for local analyses which take relatively high 
computational costs in each correcting procedure. On the other hand, the enhancement 
based on the structure component in the proposed method enables pixel-wise correc-
tions without any local analysis after the decomposition. 

5 Conclusion 

This paper has proposed a new image clarification method based on structure-texture 
decomposition, which can restore images captured in bad weather and poor lighting 
conditions. Image enhancement is conducted by an analysis of the structure compo-
nent, while suppressing overemphasized textures and noises. Experiments demon-
strated that the proposed method can successfully enhance image qualities and its 
computational cost is reasonable for real-time video processing. 

Future studies include detailed subjective evaluation of the corrected images by the 
proposed method, in comparison with other conventional methods. 
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